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Abstract

This work is concerned with the theory of graphical representa-
tion for the Ising and Potts models over general lattices with non-
translation invariant external �eld. We explicitly describe in terms of
the random-cluster representation the distribution function and, con-
sequently, the expected value of a single spin for the Ising and q-state
Potts models with general external �elds. We also consider the Gibbs
states for the Edwards-Sokal representation of the Potts model with
non-translation invariant magnetic �eld and prove a version of the
FKG inequality for the so called general random-cluster model (GRC
model) with free and wired boundary conditions in the non-translation
invariant case.

Adding the amenability hypothesis on the lattice, we obtain the
uniqueness of the in�nite connected component and the almost sure
quasilocality of the Gibbs measures for the GRC model with such
general magnetic �elds. As a �nal application of the theory developed,
we show the uniqueness of the Gibbs measures for the ferromagnetic
Ising model with a positive power-law decay magnetic �eld with small
enough power, as conjectured in [8].
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1 Introduction

Graphical representations are extremely useful tools for the study of phase
transition in Equilibrium Statistical Mechanics. Fortuin and Kasteleyn [22],
marked the beginning of four decades of intense activity that produced a
rather complete theory for translation invariant systems. These representa-
tions were successfully employed to obtain non-perturbative and deep results
for Ising and Potts models on the hypercubic lattice using percolation-type
methods, namely the discontinuity of the magnetization at the phase transi-
tion point for the one-dimensional Ising and Potts models with 1/r2 interac-
tions [3], the knowledge of the asymptotic behavior of the eigenvalues of the
covariance matrix of the Potts model [10], the Aizenman-Higuchi Theorem
on the Choquet decomposition of the two-dimensional Ising and Potts models
[1, 15, 16, 25, 32] and the proof that the self-dual point on the square lattice
psd(q) =

√
q/(1 +

√
q) is the critical point for percolation in the random-

cluster model (q > 1) [5], see also the review [40]. For a detailed introduction
to the random-cluster model we refer the reader to [18, 24, 27, 30].

The relationship between graphical representations and phase transitions
in Ising/Potts-type models is typically considered with respect to the random-
cluster model (RC model) and in view of the Edwards-Sokal coupling [20].
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Most papers employing such representations use spin models with null or
translation invariant magnetic �eld, whereas we shall analyze graphical repre-
sentations of the Ising and Potts models under arbitrary and non-translation
invariant external �elds, which is a signi�cantly more complicated task for
several reasons: when general boundary conditions are considered, the FKG
property is harder to prove - as previously noticed by [7], this property does
not even hold for certain boundary conditions. In the absence of the mag-
netic �eld, phase transitions in the spin system can be directly detected by
the random-cluster representation, but now this relationship is subtle since
in some cases the phase transitions (in the percolation sense) in the random-
cluster model does not correspond to a transition in the corresponding spin
model. Such di�culties also appear in the analyses of Dobrushin-like states
[26], large q order-disorder at the transition temperature [14] and the e�ect
of �weak boundary conditions� in the q-state Potts model [11].

Here the absence of symmetry brings questions regarding the color(s) of
the in�nite connected component(s), which need not be addressed in the case
of null magnetic �eld, for instance. Furthermore, non-translation invariance
causes many technical issues when using basic results from the classical the-
ory of spin models and Ergodic Theory. To avoid confusion, on this paper
the terms phase transition and critical inverse temperature shall hereby be
solely employed to express changing in the number of the Gibbs measures
when the temperature varies.

This paper is motivated by some recent works on ferromagnetic Ising
model in non-uniform external �elds [4, 8, 9, 33, 36, 37]. Here, we are inter-
ested in developing the theory of graphical representation for non-translation
invariant models whilst aiming for the problem of classifying which are the
positive magnetic �elds such that the ferromagnetic Ising model on the square
lattice passes through a �rst order phase transition, in terms of its power law
decay exponent. The formal Hamiltonian of this model is given by

H(σ) = −J
∑
{i,j}

σiσj −
∑
i

hiσi, (1)

where the �rst sum ranges over the pairs of nearest neighbors. In this model,
if the magnetic �eld hhh = (hi : i ∈ Zd) satis�es lim inf hi > 0, it has been
proved [9] that for any positive temperature the set of the Gibbs measures is
a singleton, therefore for essentially bounded-from-below positive magnetic
�elds the conclusion is similar to the one obtained by Lee and Yang [34]. In
[8], the authors considered a positive, decreasing magnetic �eld and employed
the Isoperimetric inequality and a Peierls-type argument to show that if the
magnetic �eld is given by hi = h∗/|i|α, where h∗ is a positive constant, then
the model presents �rst order phase transition in every dimension d > 2, for

3



any �xed exponent α > 1. On the other hand, if α < 1, they proved by means
of a contour expansion that the uniqueness of the Gibbs measures holds at
very low and by other methods at very high temperatures, and conjectured
that the set of Gibbs measures at any positive temperature should be a
singleton. The authors in [8] justi�ed why the extension of their results to
any positive temperature is not obvious by resorting to most of the known
techniques, but we prove as an application of the theory to be developed
that the conjecture holds true. This is done by extending some results of the
seminal work [7] to the non-translation invariant setting.

The paper is organized in three parts: the �rst part presents the rele-
vant background material, including notation and the basic de�nitions of the
models to be treated in subsequent parts. The second part is comprised of
the theory on general �nite graphs with free boundary conditions, the main
results of which are the extension of the Edwards-Sokal coupling for general
external �elds and the explicit computation (in terms of the RC model) of
the distribution function of a single spin of the Ising model with general
external �eld and its expected values. These results are also generalized to
the q-state Potts model in general external �elds. The third part is con-
cerned with the Potts, Edwards-Sokal and General random-cluster models in
the non-translation invariant external �elds setting with general boundary
conditions. It is inspired by the reference [7], but extends their results to
non-translation invariant magnetic �elds - a task that was occasionally non-
trivial. In some cases, their results were essentially proved for very general
�elds and our work was simply to point out the necessary technical modi�ca-
tions. Fundamental results such as the FKG inequality required non-trivial
adaptations and for this reason we presented its detailed proof for both free
and wired boundary conditions in the so called general random-cluster model
(GRC model) with non-translation invariant external �eld. Even with null
external �eld, the random cluster measures lacked the key property of the
quasilocality of the Gibbs measures, although it is possible to have the said
property almost surely by assuming the uniqueness of the in�nite connected
component. For a null magnetic �eld on the hypercubic lattice, this fact
was �rst proved in [38], however the geometry of the graph in this type
of question is very important because for some non-amenable graphs such
as regular trees even almost sure quasilocality fails, see [21, 29]. For the
random-cluster measures with translation invariant magnetic �eld, de�ned
over amenable graphs, almost quasilocality was shown in [7] for those mea-
sures having almost surely at most one in�nite connected component. These
results were recovered here for GRC models with non-translation invariant
magnetic �elds. The proofs of both the uniqueness of the in�nite connected
component and of the quasilocality of the Gibbs measures are given and new
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ideas are introduced to circumvent the lack of translation invariance.
The conjecture stating the uniqueness of the Gibbs measures for the Ising

model with power-law-decay magnetic �eld (α < 1) is proved in the last sec-
tion of the third part. As a corollary of one of the main results of this part
(Theorem 11), we have obtained a characterization of the critical 1 inverse
temperature βc(JJJ,hhh) of the ferromagnetic Ising model given by (1) where
hi = h∗/|i|α, with α > 1 on the hypercubic lattice. Few facts are known
about this inverse critical temperature. For example, in the positive exter-
nal �eld case of the two-dimensional model (1) with the coupling constant
JJJ ≡ 1 and

∑
i∈Z2 hi < ∞, it follows from the Onsager exact solution and

a general result [23] about summable perturbations of the Gibbs measures
that βc(JJJ,hhh) = log(1 +

√
2). From [9] it follows that βc(JJJ,hhh) = +∞ as long

as lim inf hi > 0 in any dimension. The last section contains the proof that
βc(JJJ,hhh) is also trivial, i.e., βc(JJJ,hhh) = +∞ when hi = h∗/|i|α, with α < 1.
The most interesting cases are those where we do have phase transition and
the magnetic �eld is given by hi = h∗/|i|α, with 1 < α < 2 (not summable on
entire lattice). For such cases, to the best of our knowledge, the only known
fact about this critical point is that log(1 +

√
2) 6 βc(1,hhh), which is derived

from the correlation inequalities. It is not known whether the Lieb-Simon
inequality [39, 35], the Aizenman-Barsky-Fernández Theorem [2] and other
characterizations of the critical point (for example, [19] )can be extended for
the case hi = h∗/|i|α, with 1 < α < 2.

Part I

Basic de�nitions and models

2 Background in graph theory

We say that a graph G = (V,E) is a countable graph if its vertex set V is
countable. As usual, a path γ on G is an alternating sequence of vertices
and edges γ = (v0, e1, v1, e2, . . . , en, vn), such that vi 6= vj for all 0 6 i, j 6
n − 1, vn ∈ V \ {v1, v2, . . . , vn−1} and ej = {vj−1, vj} for 1 6 j 6 n. In
case v0 = vn we say that γ is a closed path or a circuit. The vertices v0

and vn of γ are called initial and �nal vertices, respectively. We say that
x, y ∈ V are connected if x = y or there is a path γ on G so that x = v0

and y = vn, denoted x ←→G y, and whenever it is clear from context, we

1 in case βc(JJJ,hhh) = +∞ we mean that the set of the Gibbs measures is a singleton for

all 0 < β < +∞.
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shall remove the subscript G from the notation. The length of a path γ =
(v0, e1, v1, e2, . . . , en, vn) is de�ned as |γ| = n.

A graph G is said to be a connected graph if any two vertices i, j ∈ V
are connected, otherwise we say that G is disconnected. The connected
component of x ∈ V is the vertex set Cx ≡ {y ∈ V : y ↔ x}. The distance
dG(x, y) between x, y ∈ V is de�ned by dG(x, y) = 0 if x = y; dG(x, y) = +∞
if x /∈ Cy and dG(x, y) = inf{|γ| : γ is a path connecting x to y}, if x ∈ Cy.

A graph H = (Ṽ , Ẽ) is a subgraph of G = (V,E) if Ṽ ⊂ V and Ẽ ⊂ E.
A subgraph H of G is an induced subgraph if it has the same vertex set as
G and a random subgraph of G is an induced subgraph such that the edges
are chosen randomly.

Any in�nite countable connected graph L ≡ (V,E) will be called a lattice
and from now on a �nite subgraph of L will be denoted by G = (V,E). The
vertex set V will sometimes be called the volume V .

There are several de�nitions for the boundary of a vertex set V contained
in L. In this work, the boundary is de�ned as follows.

De�nition 1 (Boundary of V ). The boundary of an arbitrary vertex set V
in L is de�ned by ∂V ≡ {i ∈ V \ V : dL(i, V ) = 1}, where dL is the distance
on the lattice L. See Figure 3.

Figure 1: Examples of boundary of V in three di�erent lattices. The boundary of

V in each case is the vertex set colored pink.

3 The Ising model on countable graphs

Let L = (V,E) be an arbitrary lattice and Σ the standard con�guration space
of the Ising model, i.e.,

Σ ≡
{
σ = (σi : i ∈ V) : σi ∈ {−1,+1}, ∀i ∈ V

}
= {−1,+1}V.

This con�guration space has a standard metric, for which the distance be-
tween any pair of con�gurations σ, ω ∈ Ω is given by

d(σ, ω) =
1

2R
, and R = inf

{
r > 0 :

σi = ωi, ∀i ∈ B(o, r) and
∃ j ∈ ∂B(o, r) such that σj 6= ωj

}
,
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where B(o, r) is the open ball in L of center o ∈ V (�xed) and radius r >
0. Since the metric d induces the product topology on Σ, it follows from
Tychono�'s Theorem that (Σ, d) is a compact metric space. As a measure
space, we always consider Σ endowed with the Borel σ-algebra B(Σ), which
is generated by the open sets on (Σ, d).

The Hamiltonian of the Ising model on a �nite volume V ⊂ L with
boundary condition µ ∈ Σ is given by

H µ,Ising
hhh,V (σ) ≡ −

∑
i,j∈V
{i,j}∈E

Jij σiσj −
∑
i∈V

hi σi −
∑

i∈V, j∈∂V
{i,j}∈E

Jij σiµj, (2)

where the coupling constant JJJ ≡ (Jij : {i, j} ∈ E) ∈ [0,+∞)E satis�es the
regularity condition

∑
j∈V Jij < +∞, ∀i ∈ V and the magnetic �eld is hhh ≡

(hi : i ∈ V) ∈ RV.

Gibbs measures. For any �xed �nite volume V and boundary condition
µ, we de�ne the (�nite) set of con�gurations compatible with µ outside V as
being the set of con�gurations Σµ

V ≡ {σ ∈ Σ : σi = µi for i ∈ V \ V }. The
Gibbs measures of the Ising model on the �nite volume V with boundary
condition µ at the inverse temperature β > 0 is the probability measure
λµβ,hhh,V : B(Σ)→ R given by

λµβ,hhh,V ({σ}) =


1

Z µ,Ising
β,hhh,V

exp
(
− βH µ,Ising

hhh,V (σ)
)
, if σ ∈ Σµ

V

0, otherwise

where Z µ,Ising
β,hhh,V is a normalizing constant called the partition function given

by

Z µ,Ising
β,hhh,V =

∑
σ∈ΣµV

exp
(
− βH µ,Ising

hhh,V (σ)
)
.

We denote by G Ising
β (JJJ,hhh) the set of in�nite-volume Gibbs measures which

is given by the closure of the convex hull of the set of all the weak limits
limVn↑V λ

µ
β,hhh,V , where Vn ⊂ Vn+1 and µ runs over all possible sequences of

boundary conditions.

The Ising model with free boundary condition. The Gibbs measure
of the Ising model on a �nite subgraph G ⊂ L with free boundary condition
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is given by

λβ,hhh,V ({σ}) =
1

Z Ising
β,hhh,V

exp
(
− βH Ising

hhh,V (σ)
)
,

where Z Ising
β,hhh,V is the partition function and the Hamiltonian is given by

H Ising
hhh,V = −

∑
{i,j}∈E

Jij σiσj −
∑
i∈V

hi σi.

The expected value of a random variable f : Σ → R, with respect to λµβ,hhh,V
is given by

λµβ,hhh,V (f) ≡
∑
σ∈ΣµV

f(σ)λµβ,hhh,V ({σ}).

4 The Potts model with inhomogeneous mag-

netic �eld

Let q ∈ Z+ be a �xed positive integer. The state space of the q-state Potts
model on the lattice L is de�ned as

Σq ≡
{
σ̂ = (σ̂i : i ∈ V) : σ̂i ∈ {1, 2, . . . , q}, ∀i ∈ V

}
= {1, 2, . . . , q}V.

To de�ne a q-state Potts model with magnetic �eld, we �x a family of coupling
constants JJJ ≡ (Jij : {i, j} ∈ E) ∈ [0,∞)E and magnetic �elds ĥ̂ĥh ≡ (hi,p : i ∈
V; p = 1, . . . , q) ∈ RV×· · ·×RV. The Hamiltonian on a �nite volume G with
boundary condition µ̂ ∈ Σq is given by

H µ̂,Potts

ĥ̂ĥh,q,V
(σ̂) ≡ −

∑
i,j∈V
{i,j}∈E

Jijδσ̂i,σ̂j −
q∑
p=1

∑
i∈V

hi,p
q
δσ̂i,p −

∑
i∈V, j∈∂V
{i,j}∈E

Jijδσ̂i,µ̂j , (3)

where δσ̂i,σ̂j is the Kronecker delta function.
The Gibbs measure of Potts model on a �nite volume G with boundary

condition µ̂ is de�ned analogously to the Ising model. We consider the set
of all compatible con�gurations with the boundary condition µ̂, i.e., Σµ̂

q,V ≡
{σ̂ ∈ Σq : σ̂i = µ̂i for i ∈ V \ V } and de�ne the Gibbs measure on the

volume G with boundary condition µ̂ as the probability measure πµ̂
β,ĥ̂ĥh,q,V

on(
Σq,B(Σq)

)
such that

πµ̂
β,ĥ̂ĥh,q,V

(σ̂) =


1

Z µ̂,Potts

β,ĥ̂ĥh,q,V

exp
(
− βH µ̂,Potts

ĥ̂ĥh,q,V
(σ̂)
)
, if σ̂ ∈ Σµ̂

q,V

0, otherwise
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where Z µ̂,Potts

β,ĥ̂ĥh,q,V
is the partition function. The free boundary condition case

can be treated similarly to the previous section. The expected value of a
random variable f : Σq → R in this model is denoted by πµ̂

β,ĥ̂ĥh,q,V
(f). The set

of in�nite-volume Gibbs measures is de�ned similarly to the previous section
and denoted by G Potts

β (JJJ, ĥ̂ĥh).

Remark 1. In general, we use ĥ̂ĥh to denote the magnetic �eld. In the special
case where q = 2 and the magnetic �eld satis�es hi,1 = −hi,2 ≡ hi we drop

the hat from notation ĥ̂ĥh and write the Hamiltonian, for example in the free
boundary condition case, as follows

H Potts
hhh,2,V (σ̂) ≡ −

∑
{i,j}∈E

Jijδσ̂i,σ̂j −
∑
i∈V

hi
2

(δσ̂i,1 − δσ̂i,2). (4)

Proposition 1. Fix a �nite graph G = (V,E) and assume that the magnetic
�eld of the 2-state Potts model satis�es hi,1 = −hi,2 ≡ hi for all i ∈ V . If
σ̂ ∈ {1, 2}V denotes the con�guration obtained from σ ∈ {−1, 1}V using the
spins identi�cation −1↔ 2 and 1↔ 1, then we have for any β > 0 that

λµβ,hhh,V ({σ}) = πµ̂2β,hhh,2,V ({σ̂}).

5 The random-cluster model with external �eld

This section is devoted to the q = 2 inhomogeneous random-cluster models
on a �nite graph G = (V,E). The general random-cluster model in external
�eld will be introduced in the Section 9, more precisely by the expression (9).
The state space over which these models are de�ned is the cartesian product
{0, 1}E. A generic element of this space will be denoted by ω and called an
edge con�guration. We say that an edge e is open in the con�guration ω
if ωe = 1, and we otherwise say e is closed. Given ω ∈ {0, 1}E, its set of
open edges is denoted by η(ω) = {e ∈ E : ωe = 1}. We say that a path
γ := (v0, e1, v1, e2, . . . , en, vn) on the graph G is an open path on ω if all of
its edges belong to η(ω), i.e., ωei = 1, ∀i = 1, . . . , n.

Two distinct vertices x, y ∈ V are said to be connected in ω if there
exists an open path γ := (v0, e1, v1, e2, . . . , en, vn) on this edge con�guration
such that v0 = x and vn = y. If x, y ∈ V are connected on ω, we write
x ↔ y. A subgraph H of G is connected on ω if any pair of vertices of H
can be connected through a open path entirely contained in H. The open
connected component of a vertex x ∈ V is de�ned by Cx(ω) ≡ {y ∈ V : x↔
y in ω}∪ {x}. The set Cx(ω) is called the open connected component of x in
the con�guration ω.
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To de�ne the probability measure of the random-cluster model with ex-
ternal �eld we �x two families ppp ≡ (pij ∈ [0, 1] : {i, j} ∈ E) ∈ [0, 1]E and
hhh ≡ (hi : i ∈ V ) ∈ RV . For convenience we will assume that the family ppp is
given by a family of coupling constants JJJ = (Jij ∈ [0,+∞] : {i, j} ∈ E) and
the inverse temperature β > 0 so that pij = 1− exp(−2βJij). Following [17],
the probability measure of the random-cluster model with external �eld hhh on
the �nite volume G is de�ned for each ω ∈ {0, 1}E by

φppp,hhh,G(ω) =
1

Z RC
ppp,hhh,G

BJJJ(ω)

k(ω,G)∏
α=1

2 cosh
(
hhh(Kα(ω))

)
,

where hhh(Kα(ω)) ≡ β
∑

i∈Kα(ω)hi, with the sets K1(ω), . . . , Kk(ω,G)(ω) being

composed by the connected components of (V, η(ω)), BJJJ(ω) representing the
Bernoulli factors

BJJJ(ω) ≡
∏

{i,j}:ωij=1

pij
∏

{i,j}:ωij=0

(1− pij) (5)

and Z RC
ppp,hhh,G being the partition function

Z RC
ppp,hhh,G =

∑
ω∈{0,1}E

BJJJ(ω)

k(ω,G)∏
α=1

2 cosh
(
hhh(Kα(ω))

)
.

From now on, in order to ease the notation, we shall omit the ω-dependence
from the componentsK1(ω), . . . , Kk(ω,G)(ω) and simply writeK1, . . . , Kk(ω,G).

Part II

Free boundary conditions

6 The Edwards-Sokal Coupling

In this section we present the Edwards-Sokal model on a �nite graph G =
(V,E). The con�guration space of this model is given by the cartesian
product {−1,+1}V × {0, 1}E. A pair of con�gurations σ ∈ {−1,+1}V and
ω ∈ {0, 1}E are deemed consistent if ωij = 1 ⇒ σi = σj, ∀ {i, j} ∈ E. The
indicator function of the consistency of a pair (σ, ω) ∈ {−1,+1}V × {0, 1}E,
is denoted by

∆(σ, ω) ≡ 1{(ξ,η)∈{−1,+1}V ×{0,1}E : if ηij=1 then ξi=ξj}(σ, ω).
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Figure 2: An example of spin-edge compatible con�guration.

Similarly to the previous section, we �x β > 0, coupling constants JJJ and
magnetic �eld hhh, and put pij ≡ 1−exp(−2βJij). In the Edwards-Sokal model,
the probability of a con�guration (σ, ω) on a �nite volume G = (V,E) ⊂ L
is de�ned by

νppp,hhh,G(σ, ω) ≡ 1

Z ES
ppp,hhh,G

BJJJ(ω)∆(σ, ω)× exp
(
β
∑
i∈V

hi (δσi,1 − δσi,−1)
)
,

where BJJJ represents the Bernoulli factors introduced in (5), δσi,σj is Kro-
necker's delta function and Z ES

ppp,hhh,G is the partition function.

Lemma 1. Let G = (V,E) be a �nite graph and consider the 2-state Potts
model on G with free boundary condition and Hamiltonian given by (4). Sup-
pose that pij ≡ 1−exp(−2βJij) and σ̂ is obtained from σ as in the Proposition
1. Then

exp
(
− 2β(H Potts

hhh,2,V (σ̂) +
∑
{i,j}∈E Jij)

)
=∑

ω

( ∏
{i,j}:ωij=1

pijδσi,σj
∏

{i,j}:ωij=0

(1− pij)
)
× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)
.

Proof. Using the relation between σ̂ and σ, we �rst obtain the following
equality

exp
(
− 2β(H Potts

hhh,2,V (σ̂) +
∑
{i,j}∈E Jij)

)
=

exp
(
2β(
∑
{i,j}∈E Jij(δσi,σj − 1) +

∑
i∈V hi

1
2
(δσi,1 − δσi,−1))

)
.
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By using that pij = 1 − exp(−2βJij) and the elementary properties of the
exponential, a straightforward computation shows that the above expression
equals ∏

{i,j}∈E

(
pijδσi,σj + (1− pij)

)
× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)
.

By expanding the product in the above expression we get∑
E′⊂E

( ∏
{i,j}∈E′

pijδσi,σj
∏

{i,j}∈E\E′
(1− pij)

)
× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)
.

Since the collection of all the induced subgraphs of G is in bijection with
{0, 1}E we can rewrite the last expression as follows∑

ω

( ∏
{i,j}:ωij=1

pijδσi,σj
∏

{i,j}:ωij=0

(1− pij)
)
× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

which completes the proof.

Lemma 2. Under the hypothesis of Lemma 1 we can show that there exists
a constant C ≡ C(β,G) > 0 so that

Z Potts
2β,hhh,2,V = CZ ES

ppp,hhh,G.

Proof. Observe that

Z Potts
2β,hhh,2,V =

∑
σ̂∈{1,2}V

exp
(
− 2βH Potts

hhh,2,V (σ̂)
)

=
1

C

∑
σ̂∈{1,2}V

exp
(
− 2β(H Potts

hhh,2,V (σ̂) +
∑
{i,j}∈E Jij)

)
,

where C ≡ exp(2β
∑
{i,j}∈E Jij) > 0. From Lemma 1 it follows that the

right-hand-side above is equal to

C
∑
σ,ω

( ∏
{i,j}:ωij=1

pijδσi,σj
∏

{i,j}:ωij=0

(1− pij)
)
×exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=

C
∑
σ,ω

( ∏
{i,j}:ωij=1

pij
∏

{i,j}:ωij=0

(1− pij)
)
∆(σ, ω)×exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=

C
∑
σ,ω

BJJJ(ω)∆(σ, ω)× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

= CZ ES
ppp,hhh,G.
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Lemma 3. Let G be a �nite graph and �x an edge con�guration ω ∈ {0, 1}E.
If hhh(Kα) ≡ β

∑
i∈Kαhi, where K1, . . . , Kk(ω,G) denote the connected compo-

nents of (V, η(ω)) we have

∑
σ∈{−1,+1}V

∆(σ, ω)× exp
(
β
∑
i∈V

hi(δσi,1 − δσi,−1)
)

=

k(ω,G)∏
α=1

2 cosh (h(Kα)) .

Proof. For a �xed ω, if K1, . . . , Kk(ω,G) denotes the decomposition of V on
its connected components, we get

∑
i∈V

hi(δσi,1 − δσi,−1) =

k(ω,G)∑
α=1

∑
i∈Kα

hi(δσi,1 − δσi,−1).

For each spin con�guration σ ∈ {−1, 1}V so that the pair (σ, ω) ∈ {−1, 1}V ×
{0, 1}E satis�es ∆(σ, ω) = 1, we have that the value of all the spins in the
same component has the same sign, see Figure 2. From the elementary
properties of the exponential function we obtain the following equality

∆(σ, ω)× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=

∆(σ, ω)×
k(ω,G)∏
α=1

exp
(
β
∑

i∈Kα hi(δσi,1 − δσi,−1)
)
.

Since V = tk(ω,G)
α=1 Kα, we have a natural bijection between the following

spaces:

{−1,+1}V and

k(ω,G)∏
α=1

{−1, 1}Kα .

For sake of simplicity, we denote a generic element of the cartesian product∏k(ω,G)
α=1 {−1, 1}Kα by (σK1 , . . . , σKk(ω,G)

), where σKj ≡ (σi : i ∈ Kj), ∀j =
1, . . . , k(ω,G). In this way we can simply write σ = (σK1 , . . . , σKk(ω,G)

). By
abusing the notation, we write

∆(σ, ω) =

k(ω,G)∏
α=1

∆(σKα , ω).

13



Using the previous observations and hi(δσi,1 − δσi,−1) = hiσi we obtain∑
σ

∆(σ, ω)× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=
∑

(σK1
,...,σKk(ω,G)

)

k(ω,G)∏
α=1

∆(σKα, ω)exp
(
β
∑

i∈Kα hiσi
)

=

k(ω,G)∏
α=1

∑
σKα

∆(σKα, ω)exp
(
β
∑

i∈Kα hiσi
)
.

Because of the consistency condition, for each �xed α, the sum appearing on
the right-hand-side above has exactly two non zero terms where the spins in
Kα take the values ±1. Therefore the above expression reduces to

k(ω,G)∏
α=1

2 cosh
(
β
∑
i∈Kα

hi
)
,

thus the lemma is proved.

Lemma 4. For any �nite graph G = (V,E), ppp = (pij : i, j ∈ V), hhh = (hi :
i ∈ V ) and β > 0 we have

Z ES
ppp,hhh,G = Z RC

ppp,hhh,G.

Proof. The proof of this lemma is trivial given the above results. It is enough
to change the sum order of the partition function of the Edwards-Sokal model,
apply Lemma 3 and �nally use the de�nition of the partition function of the
random-cluster model as we show below

Z ES
ppp,hhh,G =

∑
ω

BJJJ(ω)
∑
σ

∆(σ, ω)× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=
∑
ω

BJJJ(ω)

k(ω,G)∏
α=1

2 cosh (h(Kα)) = Z RC
ppp,hhh,G.

In the sequel we prove the main result of this section. The technicalities
of the proof were worked out in the previous lemmas and now the remaining
task is to simply piece them together.
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Theorem 1 (The marginals of νppp,hhh,G). Let G = (V,E) be a �nite graph,
β > 0, ppp = (pij : i, j ∈ V) as above and hhh = (hi : i ∈ V ) an external �eld.
Then

(1)

∑
ω∈{0,1}E

νppp,hhh,G(σ, ω) = λβ,hhh,V (σ) (spin-marginal of νppp,hhh,G)

(2)

∑
σ∈{−1,+1}V

νppp,hhh,G(σ, ω) = φppp,hhh,G(ω). (edge-marginal of νppp,hhh,G)

Proof. We �rst prove (1). Using the de�nition of Bernoulli factors BJJJ , and
Lemma 2 with C ≡ exp(2β

∑
{i,j}∈E Jij) > 0, we obtain∑

ω

νppp,hhh,G(σ, ω)

=
1

Z ES
ppp,hhh,G

∑
ω

BJJJ(ω)∆(σ, ω)× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=
C

Z Potts
2β,hhh,2,V

∑
ω

(∏
{i,j}:ωij=1 pijδσi,σj

∏
{i,j}:ωij=0(1− pij)

)
×

× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)
.

By applying Lemma 1, it follows that the rhs above is equal to

C

Z Potts
2β,hhh,V

exp
(
− 2β(H Potts

hhh,2,V (σ̂) +
∑
{i,j}∈E Jij)

)
= π2β,hhh,2,V (σ̂) = λβ,hhh,V (σ).

To prove (2) it is enough to use Lemmas 3 and 4 as follows∑
σ

νppp,hhh,G(σ, ω) =
BJJJ(ω)

Z ES
ppp,hhh,G

∑
σ

∆(σ, ω)× exp
(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)

=
1

Z RC
ppp,h,G

BJJJ(ω)

k(ω,G)∏
α=1

2 cosh (hhh(Kα)) = φppp,hhh,G(ω).

Corollary 1 (Conditional measure of νβ,hhh,G). Let ω ∈ {0, 1}E be a �xed edge
con�guration. For each σ ∈ {−1,+1}V we have that

νppp,hhh,G(σ|ω) =
∆(σ, ω)∏k(ω,G)

α=1 2 cosh (hhh(Kα))
× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)
.
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Proof. From Proposition 1 and Lemma 1 we have, for any random variable
g : {−1, 1}V → R, that

λβ,hhh,V (g) =
∑

σ̂∈{1,2}V
g(σ̂)π2β,hhh,2,V (σ̂)

=
C

Z Potts
2β,hhh,2,V

∑
σ∈{−1,+1}V

g(σ)
∑

ω∈{0,1}E

( ∏
{i,j}:ωij=1

pijδσi,σj
∏

{i,j}:ωij=0

(1− pij)
)
×

× exp
(
β
∑
i∈V

hi(δσi,1 − δσi,−1)
)
,

where C ≡ exp(2β
∑
{i,j}∈E Jij) > 0. By changing the order of the sums in

the last expression we get

C

Z Potts
2β,hhh,2,V

∑
ω∈{0,1}E

BJJJ(ω)
∑

σ∈{−1,+1}E
g(σ) ∆(σ, ω) exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)
.

According to Lemmas 2 and 4, we have C−1Z Potts
2β,hhh,2,V = Z ES

ppp,hhh,G = Z RC
ppp,hhh,G. By

introducing the product appearing in the de�nition of the random-cluster
model, we can see that the above expression is equal to

∑
ω

BJJJ(ω)
∏k(ω,G)

α=1 2 cosh (hhh(Kα))

Z RC
ppp,hhh,G

×

×
∑
σ

g(σ)
∆(σ, ω)× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

=
∑
ω,σ

g(σ)
∆(σ, ω)× exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))
φppp,hhh,G(ω).

Therefore

λβ,hhh,V (g) =
∑
ω

[∑
σ

g(σ)
∆(σ, ω) exp

(
β
∑

i∈V hi(δσi,1 − δσi,−1)
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

]
φppp,hhh,G(ω).

On the other hand, we get from Theorem 1 that

λβ,hhh,V (g) =
∑
ω,σ

g(σ)νppp,hhh,G(σ, ω) =
∑
ω

[∑
σ

g(σ)νppp,hhh,G(σ|ω)
]
φppp,hhh,G(ω).

The proof is completed upon comparison of the two previous expressions.
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7 Two-point function

The two-point function of the q-state Potts model is de�ned by

τβ,ĥ̂ĥh,q,V (x, y) ≡ πβ,ĥ̂ĥh,q,V (σ̂x = σ̂y)−
1

q
.

The term 1/q represents the probability that two independent spins uniformly
chosen have the same value. In the random-cluster model, the connectivity
function plays the role of the two-point function of the Potts model. This
function is precisely the probability, with respect to φppp,hhh,G, that x and y are
in the same connected component, notation φppp,hhh,G(x↔ y).

Lemma 5. Let G = (V,E) be a �nite graph and x, y ∈ V two distinct
vertices. Fix an edge con�guration ω ∈ {0, 1}E. If x 6↔ y in ω, then∑

σ∈{−1,+1}V
1{σx=σy}∆(σ, ω)exp

(
β
∑

i∈V hiσi
)

= 2 cosh (hhh(Kt) + hhh(Ku))

k(ω,G)∏
α=1
α 6=t,u

2 cosh
(
hhh(Kα)

)
,

where Kt ≡ Kt(ω) and Ku ≡ Ku(ω) are two disjoint connected components
containing the vertices x and y, respectively.

Proof. The basic ideas used to prove this lemma are the same we employed
to prove Lemma 3, which we once more present for sake of completeness. Let
V = tk(ω,G)

α=1 Kα be a decomposition in terms of the connected components of

the graph (V, η(ω)). We recall that {−1,+1}V ∼=
∏k(ω,G)

α=1 {−1, 1}Kα and its
elements are denoted by (σK1 , . . . , σKk(ω,G)

), with σKj ≡ (σi : i ∈ Kj), ∀j =
1, . . . , k(ω,G). We also use the natural identi�cation σ = (σK1 , . . . , σKk(ω,G)

).
Suppose that x 6↔ y in ω. Denote Kt and Ku the components containing

the vertices x and y, respectively. Taking into account the decomposition of
V mentioned above, we have∑

σ

1{σx=σy}∆(σ, ω)exp
(
β
∑

i∈V hiσi
)

=
∑
σ

1{σx=σy=+1}∆(σ, ω)

k(ω,G)∏
α=1

exp
(
β
∑

i∈Kα hiσi
)

+
∑
σ

1{σx=σy=−1}∆(σ, ω)

k(ω,G)∏
α=1

exp
(
β
∑

i∈Kα hiσi
)
.
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As previously observed, ∆(σ, ω) =
∏k(ω,G)

α=1 ∆(σKα , ω), so from a simple com-
putation we get that the expression above is equal to

2 cosh
(
hhh(Kt) + hhh(Ku)

) k(ω,G)∏
α=1
α 6=t,u

∑
σKα

∆(σKα , ω) exp
(
β
∑
i∈Kα

hiσi
)
. (6)

Because of the consistency condition, the sums above over σKα have actually
two non-null terms. In each of such term the value of the spins is constant
and therefore the product simpli�es to

k(ω,G)∏
α=1
α 6=t,u

∑
σKα

∆(σKα , ω)exp
(
β
∑

i∈Kα hiσi
)

=

k(ω,G)∏
α=1
α 6=t,u

(
exp(hhh(Kα)) + exp(−hhh(Kα))

)
=

k(ω,G)∏
α=1
α 6=t,u

2 cosh
(
hhh(Kα)

)
.

Finally, by replacing the last expression in (6), we end the proof.

Lemma 5 is vital for the most important result of this section, which is
the next theorem. We state below the theorem for the 2-state Potts model,
but in fact the theorem is valid for much more general Potts models. The
general case is treated in the last section.

Theorem 2 (Correlation-connectivity). Let G = (V,E) be a �nite graph and
x, y two distinct vertices in V . Then

τ2β,hhh,2,V (x, y)=
1

2
φppp,hhh,G(x↔ y)+

1

2
φppp,hhh,G

(
1{x 6↔y}·tanh (hhh(Kt))·tanh (hhh(Ku))

)
,

where Kt ≡ Kt(ω) e Ku ≡ Ku(ω) are two disjoint connected components
containing the vertices x and y, respectively.

Proof. By using the de�nition of the two-point function and Theorem 1 we
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get

τ2β,hhh,2,V (x, y) = π2β,hhh,2,V (σ̂x = σ̂y)−
1

2

=
∑

σ̂∈{1,2}V

(
1{σ̂x=σ̂y} −

1

2

)
π2β,hhh,2,V (σ̂)

=
∑

(σ,ω)∈{−1,+1}V ×{0,1}E

(
1{σx=σy} −

1

2

)
νβ,hhh,G(σ, ω)

=
∑

ω∈{0,1}E

[ ∑
σ∈{−1,+1}V

(
1{σx=σy} −

1

2

)
νβ,hhh,G(σ|ω)

]
φppp,hhh,G(ω).

Since δσi,σj = 1
2
(1 + σiσj), it follows from Corollary 1 that the rhs above is

=
∑
ω

[∑
σ

(
1{σx=σy} −

1

2

)∆(σ, ω) exp
(
β
∑

i∈V hiσi
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

]
φppp,hhh,G(ω)

=
∑
ω

1{x↔y}(ω)

[∑
σ

(
1{σx=σy} −

1

2

)∆(σ, ω) exp
(
β
∑

i∈V hiσi
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

]
φppp,hhh,G(ω)

+
∑
ω

1{x 6↔y}(ω)

[∑
σ

(
1{σx=σy} −

1

2

)∆(σ, ω) exp
(
β
∑

i∈V hiσi
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

]
φppp,hhh,G(ω)

≡ I1 + I2.

Notice that, as long as x ↔ y in ω and the pair (σ, ω) is consistent, then
σx = σy. From this observation and Lemma 3, it follows that

I1 =
1

2
φppp,hhh,G(x↔ y).

On the other hand, applying Lemma 3 again yields

I2 = −1

2
φppp,hhh,G(x 6↔ y)

+
∑
ω

1{x 6↔y}(ω)

[∑
σ

1{σx=σy}
∆(σ, ω) exp

(
β
∑

i∈V hiσi
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

]
φppp,hhh,G(ω)

≡ −1

2
φppp,hhh,G(x 6↔ y) + Ĩ2. (7)
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Now we work on Ĩ2. By using Lemma 5, we have

Ĩ2 =
∑
ω

1{x 6↔y}

[∑
σ

1{σx=σy}
∆(σ, ω) exp

(
β
∑

i∈V hiσi
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

]
φppp,hhh,G(ω)

=
∑
ω

1{x6↔y}(ω)

2 cosh (hhh(Kt) + hhh(Ku))
∏k(ω,G)

α=1
α 6=t,u

2 cosh
(
hhh(Kα)

)
∏k(ω,G)

α=1 2 cosh (hhh(Kα))

φppp,hhh,G(ω)

=
1

2
φppp,hhh,G

(
1{x 6↔y} ·

cosh (hhh(Kt) + hhh(Ku))

cosh (hhh(Kt)) · cosh (hhh(Ku))

)
=

1

2
φppp,hhh,G

(
1{x 6↔y} ·

{
1 + tanh (hhh(Kt)) · tanh (hhh(Ku))

})
.

Replacing the last expression in (7) we get that

I2 =
1

2
φppp,hhh,G

(
1{x 6↔y} · tanh (hhh(Kt)) · tanh (hhh(Ku))

)
. (8)

Since τ2β,hhh,2,V (x, y) = I1 + I2, the theorem follows.

Remark 2. Notice that in the absence of the magnetic �eld, i.e. hhh ≡ 0, the
conclusion of the Theorem 2 reduces to

τ2β,0,2,V (x, y) =
1

2
φppp,0,G(x↔ y), ∀x, y ∈ V

which is a well known identity for the Ising/Potts model with q = 2, see [27]
Theorem 1.16, p. 11.

Corollary 2. The spin-spin correlation of the Ising model on the �nite vol-
ume V satis�es the following identity for any magnetic �eld hhh ∈ RV

λβ,hhh,V (σxσy) = φppp,hhh,G(x↔ y) + φppp,hhh,G
(
1{x 6↔y} · tanh (hhh(Kt)) · tanh (hhh(Ku))

)
.

Proof. This follows easily from the de�nition of the expected value and The-
orem 2 since λβ,hhh,V (σxσy) = λβ,hhh,V (σi = σj)− λβ,hhh,V (σi 6= σj) = 2λβ,hhh,V (σi =
σj)− 1 = 2

[
π2β,hhh,2,V (σ̂x = σ̂y)− 1

2

]
= 2τ2β,hhh,2,V (x, y).

Remark 3. If we consider the Ising model on G without magnetic �eld, from
Corollary 2 we get λβ,0,V (σxσy) = φppp,0,G(x↔ y), ∀x, y ∈ V.
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8 Applications

Spin-spin correlations. Corollary 2 can be used to obtain some cor-
relation inequalities. Keeping the notation of Theorem 2 and supposing
that hi > 0 for all i ∈ V , it follows from the monotonicity of the hyper-
bolic tangent that tanh(βhx) 6 tanh(hhh(Kt)) and tanh(βhy) 6 tanh(hhh(Ku)).
These estimates together with Corollary 2 give us the following lower bound
φppp,hhh,G (x 6↔ y) tanh(βhx) tanh(βhy) 6 λβ,hhh,V (σxσy). A simple computation
shows that Pppp(x 6↔ y) 6 φppp,hhh,G(x 6↔ y), where Pppp is the probability measure
of the independent bond percolation model with parameter ppp. Supposing that
ppp ≡ p (the homogeneous model) and p < pc(V), for any given ε > 0, if the
distance between x and y is large enough then (1−ε) tanh(βhx) tanh(βhy) 6
λβ,hhh,V (σxσy), which, of course, can also be (better) obtained by the GKS
inequality.

Under the above assumptions, Corollary 2 also gives us an upper bound
in terms of the iid Bernoulli bond percolation model, which is λβ,hhh,V (σxσy)
6 e−C(β)dG(x,y) +Pp

(
tanh (hhh(Kt)) · tanh (hhh(Ku))

)
, where at this point we are

assuming Jij ≡ J and p = 1 − e−βJ . To obtain the asymptotic behavior of
the second term in the rhs above, one needs to impose extra conditions on
the geometry of the graph and the decay ratio of the magnetic �eld.

Expected value and distribution function of a single spin.

Lemma 6. Consider a �nite graph G = (V,E), x ∈ V and ω ∈ {0, 1}E a
�xed edge con�guration. Then∑

σ

1{σx=±1}∆(σ, ω)exp
(
β
∑

i∈V hiσi
)

=exp (±hhh(Kt))
∏k(ω,G)

α=1
α 6=t

2 cosh
(
hhh(Kα)

)
,

where Kt ≡ Kt(ω) is the connected component containing the vertex x.

Proof. To prove this lemma we proceed, mutatis mutandis, as in the proof
of Lemma 5.

Theorem 3 (Distribution function). Let G = (V,E) be a �nite graph. We
have, for any �xed x ∈ V , that

λβ,hhh,V (σx = ±1) =
1

2
± 1

2
φppp,hhh,G

(
tanh (hhh(Kt))

)
,

where Kt(ω) ≡ Kt is the connected component containing x.
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Proof. From Theorem 1, it follows that

λβ,hhh,V (σx = ±1) =
∑

(σ,ω)∈{−1,+1}V ×{0,1}E
1{σx=±1}νβ,hhh,G(σ, ω)

=
∑

ω∈{0,1}E

[ ∑
σ∈{−1,+1}V

1{σx=±1}νβ,hhh,G(σ|ω)
]
φppp,hhh,G(ω).

Using Corollary 1, the above expression can be rewritten as

∑
ω∈{0,1}E

 ∑
σ∈{−1,+1}V

1{σx=±1}
∆(σ, ω) exp

(
β
∑

i∈V hiσi
)∏k(ω,G)

α=1 2 cosh (hhh(Kα))

φppp,hhh,G(ω).

Using now Lema 6, we can see that the above expression is equal to

∑
ω∈{0,1}E

exp (±hhh(Kt))
∏k(ω,G)

α=1
α 6=t

2 cosh
(
hhh(Kα)

)
∏k(ω,G)

α=1 2 cosh
(
hhh(Kα)

)
φppp,hhh,G(ω)

=
1

2

∑
ω∈{0,1}E

[1± tanh (hhh(Kt))]φppp,hhh,G(ω).

Corollary 3. Under the hypothesis of Theorem 3, we have that

λβ,hhh,V (σx) = φppp,hhh,G
(

tanh (hhh(Kt))
)
.

Proof. The proof follows directly from Theorem 3.

9 General Potts models in external �elds

In this last section we state two propositions establishing a graphical repre-
sentation for the two-point function of the q-state Potts model with general
external �elds, de�ned in the Section 4, in terms of the connectivity of the
random-cluster model introduced below. The techniques employed to prove
these results are similar to the ones we used in the previous section and
therefore the proofs are omitted.

Given a �nite graph G = (V,E), coupling constants JJJ = (Jij > 0 :

{i, j} ∈ E) and ĥ̂ĥh a magnetic �eld as de�ned in the Section 4, for each ω ∈
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{0, 1}E we de�ne the �nite-volume Gibbs measure of the (general) random-
cluster model in external �eld by

φppp,ĥ̂ĥh,q,G(ω) =
1

Z RC
ppp,ĥ̂ĥh,q,G

BJJJ,q(ω)

k(ω,G)∏
α=1

q∑
p=1

exp
(
β
∑
i∈Kα

hi,p
)
, (9)

where Kα is de�ned exactly as in the Section 5 and BJJJ,q(ω) is similar to the
Bernoulli factor of the Section 5 with exception that pij = 1− exp(−qβJij).

The Edwards-Sokal measure is generalized to

νppp,ĥ̂ĥh,q,G(σ̂, ω) ≡ 1

Z ES
ppp,ĥ̂ĥh,q,G

BJJJ,q(ω)∆q(σ̂, ω)× exp
(
β
∑
i∈V

q∑
p=1

hi,pδσ̂i,p
)
. (10)

Proposition 2. Consider the Potts model with Hamiltonian given by (3),
densities pij ≡ 1 − exp(−qβJij) and q ∈ {2, 3, . . .} �xed. For any pair of
vertices x, y ∈ V we have that

τqβ,ĥ̂ĥh,q,V (x, y) =
(

1− 1

q

)
φppp,ĥ̂ĥh,q,G(x↔ y)

+ φppp,ĥ̂ĥh,q,G

(
1{x6↔y} ·

{
Hĥ̂ĥh(Kt, Ku)−

1

q

})
,

where the random variable Hĥ̂ĥh(Kt, Ku) is given by

Hĥ̂ĥh(Kt, Ku) ≡
∑q

r=1 exp
(
β
∑

i∈Kt hi,r + β
∑

i∈Ku hi,r
)∑q

r=1 exp
(
β
∑

i∈Kt hi,r
)
·
∑q

r=1 exp
(
β
∑

i∈Ku hi,r
) ,

with Kt ≡ Kt(ω) and Ku ≡ Ku(ω) being the disjoint connected components
containing the vertices x and y, respectively.

Proof. We omit the proof of this proposition because it is similar to the one
given for Theorem 2.

Remark 4. Notice that in case ĥ̂ĥh ≡ 0, we have for any ω ∈ {0, 1}E that

H0(Kt, Ku)(ω) =
q

q2
=

1

q
,

so Proposition 2 gives us the following identity

τqβ,0,q,V (x, y) =
(

1− 1

q

)
φppp,0,q,G(x↔ y).
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This is also a very well know identity, as can be seen in [27] Theorem 1.16,
p. 11. Furthermore in case q = 2 and hi,1 = −hi,2 = hi for all i ∈ V , we
have for any pair x, y ∈ V that

Hhhh(Kt, Ku) =
1

2

{
1 + tanh

(
β
∑
i∈Kt

hi
)
. tanh

(
β
∑
i∈Ku

hi
)}
.

In other words, Proposition 2 generalizes Theorem 2.

Proposition 3. Let G = (V,E) be a �nite graph and x ∈ V . For each
m ∈ {1, . . . , q} with q > 1, we have

πqβ,ĥ̂ĥh,q,V (σ̂x = m) = φppp,ĥ̂ĥh,q,G

( exp(β
∑

i∈Kt hi,m)∑q
p=1 exp(β

∑
i∈Kt hi,p)

)
,

where Kt ≡ Kt(ω) is the connected component of x.

Sketch of the Proof. To prove this theorem one needs to compute the marginals
of the Edwards-Sokal coupling given in (10). The computation is similar to
the one presented in the previous sections. The next step is to prove the
identity

πqβ,ĥ̂ĥh,q,V (σ̂x = m) =
∑
ω

[∑
σ̂

1{σ̂x=m}νppp,ĥ̂ĥh,q,G(σ̂|ω)
]
φppp,ĥ̂ĥh,q,G(ω)

and then one proves that the rhs above is exactly∑
ω

[∑
σ̂

1{σ̂x=σ̂y}
∆q(σ̂, ω) exp

(
β
∑

i∈V
∑q

p=1 hi,pδσ̂i,p
)∏k(ω,G)

α=1

∑q
p=1 exp

(
β
∑

i∈Kα hi,p
) ]

φppp,ĥ̂ĥh,q,G(ω).

From this point, the result follows from the combinatorial arguments pre-
sented before.

Part III

General boundary conditions

10 The general random-cluster model

In this section we de�ne the so called general random-cluster model on the
lattice L = (V,E) (this terminology, GRC model, comes from [7]) with in-

homogeneous magnetic �eld of the form ĥ̂ĥh ≡ (hi,p : i ∈ V; p = 1, . . . , q) ∈
RV × · · · × RV and boundary conditions.
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The Bernoulli factors introduced before will be replaced in this section
by (abusing notation)

BJJJ(ω) ≡
∏

{i,j}:ωij=1

rij, (11)

where JJJ = (Jij > 0 : {i, j} ∈ E), rij ≡ exp(qβJij) − 1 and q ∈ Z+ �xed.
Although rij > 0, in general, they are not bounded by one, but mind that the
random-cluster measure obtained with such �Bernoulli factors� is the same
one gets when considering the old Bernoulli factors, since the weights in both
cases are related by an overall normalization factor that cancels out because
of the partition function.

Fix a random subgraph G = (V,E) on the lattice L, let ∂E = {e ∈ E :
e∩V 6= ∅ and e∩∂V 6= ∅}.We denote by B0(V ) the set of all edges {x, y} ∈ E
so that {x, y} ⊂ V . With this de�nition we have B0(V ) = E. We use the
notation B(V ) to denote the set of all edges with at least one vertex in V .

Note that B(V ) = E ∪ ∂E. For any Ẽ ⊂ B0(V), we de�ne V(Ẽ) as the set of

sites which belong to at least one edge in Ẽ.

GRC model with general boundary condition. Fix a �nite subgraph
G = (V,E) of the lattice L. For each i ∈ V we de�ne hi,max ≡ max{hi,p : p =
1, . . . , q}. If ω ∈ {0, 1}E and C(ω) denotes a generic connected component
on (V, η(ω)), the GRC measure with general boundary condition is obtained
by normalizing the followings weights

WGRC
E (ωE|ωEc) ≡ BJJJ(ω)

∏
C(ω):

V(C(ω))∩V 6=∅

q∑
p=1

qp exp
(
−β
∑
i∈C(ω)

(hi,max − hi,p)
)
, (12)

where {qp : p = 1, . . . , q} are positive constants, BJJJ(ω) is given by (11)
and the product runs over all the connected components C(ω) of the graph
(V, η(ω)). In the above expression we are using the convention e−∞ = 0.
This measure is denoted by φGRC

E .

GRC model with free boundary condition. Let G = (V,E) be a �nite
graph and ω ∈ {0, 1}E a con�guration. If C(ω) denotes a generic connected
component on (V, η(ω)), we de�ne

ΘV,free(C(ω)) ≡
q∑
p=1

qp exp
(
β
∑

i∈C(ω)

hi,p
)
.
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The GRC measure with free boundary condition is obtained by normalizing
the weights

WGRC
V,free(ω) ≡ BJJJ(ω)

∏
C(ω)

ΘV,free(C(ω)), (13)

where BJJJ(ω) is given by (11) and the product runs over all the connected
components C(ω) of the graph (V, η(ω)). This measure is denoted by φGRC

V,free

and for each ω ∈ {0, 1}E it satis�es φGRC
V,free(ω) ∝ WGRC

V,free(ω), where the pro-
portionality constant is exactly the (inverse of the) partition function of the
GRC model.

GRC model with wired boundary condition. Fix m ∈ {1, . . . , q} and
a �nite subgraph G = (V,E) of the lattice L. If for each ω ∈ {0, 1}E∪∂E.
C(ω) denotes a connected component on (V ∪ ∂V, η(ω)), then we de�ne

ΘV,m(C(ω)) ≡


ΘV,free(C(ω)), if C(ω) ∩ ∂V = ∅

exp
(
β
∑

i∈C(ω)

hi,m
)
, otherwise.

Similarly, the GRC measure with m-wired boundary condition is obtained
by normalizing the weights

WGRC
V,m (ω) ≡ BJJJ(ω)

∏
C(ω)

ΘV,m(C(ω)), (14)

where the product runs over all the connected components C(ω) of the graph
(V ∪ ∂V, η(ω)). This measure is denoted by φGRC

V,m .

Remark 5. One can easily see that when E ≡ B(Λ), Λ ⊂ V �nite, in (12)

WGRC
B(Λ) (ωB(Λ)|ω(1)

B(Λ)c) = e−β
∑
i∈Λ hi,maxqm ·BJJJ(ω)

∏
C(ω)

ΘΛ,m(C(ω))

(14)
= e−β

∑
i∈Λ hi,maxqm · WGRC

Λ,m (ω),

where ω(i) is the con�guration with ω
(i)
e = i for all e ∈ B0(V) (i = 0, 1).

Therefore
φGRC
B(Λ) (ωB(Λ)|ω(1)

B(Λ)c) = φGRC
Λ,m (ω).

Similarly we obtain in (12) with E ≡ B0(Λ)

WGRC
B0(Λ)(ωB0(Λ)|ω(0)

B0(Λ)c) = e−β
∑
i∈Λ hi,max ·BJJJ(ω)

∏
C(ω)

ΘΛ,free(C(ω))

(13)
= e−β

∑
i∈Λ hi,max · WGRC

Λ,free(ω),
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then
φGRC
B0(Λ)(ωB0(Λ)|ω(0)

B0(Λ)c) = φGRC
Λ,free(ω).

10.1 The FKG inequality

Throughout this section we assume that {qp : p = 1, . . . , q} introduced in

(12) and the magnetic �eld ĥ̂ĥh satisfy∑
p∈∩i∈VQi,max(ĥ̂ĥh)

qp > 1, (15)

where Qi,max(ĥ̂ĥh) ≡
{
p ∈ {1, . . . , q} : hi,p = hi,max

}
. We consider as usual

the partial order on {0, 1}E where ω � ω̃ ⇐⇒ ωe 6 ω̃e, ∀ e ∈ E.
We also use the standard notations ω1 ∨ ω2 and ω1 ∧ ω2 for (ω1 ∨ ω2)e =
max{ω1(e), ω2(e)} and (ω1 ∧ ω2)e = min{ω1(e), ω2(e)} with e ∈ E, respec-
tively.

De�nition 2 (FKG property). Let (Ω,�) be a partially ordered space. A
measure µ over Ω said to have the FKG property if

µ(fg) > µ(f)µ(g)

for any increasing (with respect to �) measurable functions f, g : Ω → R.
Furthermore, if Ω is a cartesian product Ω =

∏
e∈B Ωe, with |Ωe| <∞, then µ

is said to have the strong FKG property, if µ(·|A) has the FKG property
for each cylinder event A = {ω ∈ Ω : ωe = αe, ∀e ∈ B̃}, where B̃ ⊂ B is
�nite and αe ∈ Ωe for all e ∈ B̃.

Remark 6. If m, m̃ ∈ ∩i∈VQi,max(ĥ̂ĥh), then ΘV,m̃(C) = ΘV,m(C) and therefore
φGRC
V,m̃ = φGRC

V,m . This measure is denoted by φGRC
V,max.

Theorem 4 (Strong FKG property). Let q ∈ Z+, β > 0, JJJ = (Jij : {i, j} ∈
E) ∈ [0,∞)E, ĥ̂ĥh = (hi,p ∈ R : i ∈ V, 1 6 p 6 q) and {qp : p = 1, . . . , q}
satisfying (15). Then for any �nite subgraph G = (V,E) of L, the measures
φGRC
V,free and φGRC

V,max have the strong FKG property.

Proof. For simplicity we assume that the magnetic �eld we are dealing with
satis�es the following inequalities

hi,1 6 hi,2 6 . . . 6 hi,q, ∀ i ∈ V. (16)

The FKG lattice condition for the φGRC
V,free is equivalent to

WGRC
V,free(ω

(1) ∨ ω(2))WGRC
V,free(ω

(1) ∧ ω(2)) >WGRC
V,free(ω

(1))WGRC
V,free(ω

(2)),
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where ω(1) and ω(2) are arbitrary con�gurations. Similarly for φGRC
V,max. It is

well known that such condition implies the strong FKG property, see for
example Theorem 2.19, p. 25 in [27]. By de�ning

R(ξ, ω) ≡
WGRC

V,free(ξ ∨ ω)

WGRC
V,free(ξ)

,

one can see that the lattice condition holds if

R(ω(1), ω(2)) > R(ω(1) ∧ ω(2), ω(2)). (17)

For a �xed con�guration ω, we chose an arbitrary order for η(ω) and represent
these open edges as (e1, . . . , e|η(ω)|). So for any con�guration ξ ∈ {0, 1}E we
have that

R(ξ, ω) =

|η(ω)|∏
k=1

R(ξ ∨ ω(e1) ∨ · · · ∨ ω(ek−1), ω(ek)),

where (ω(e))e′ ≡ δe,e′ . Therefore it is enough to prove (17) for con�gurations
ξ, ω(1) and ω(2) such that ξ has at least two zero coordinates or at most one
zero and ω(1) ≡ ξ ∨ ω(b) and ω(2) ≡ ξ ∨ ω(b′). Let us begin assuming that ξ
has at least two zero coordinates and

ξ ≡ (∗, . . . , ∗, 0︷︷
b−th

, ∗, . . . , ∗, 0︷︷
b′−th

, ∗, . . . , ∗),

where b, b′ ∈ E ∪ ∂E, b 6= b′ and the stars indicate generic elements in {0, 1}
(not necessarily equal). If we de�ne

ξb ≡ (∗, . . . , ∗, 1︷︷
b−th

, ∗, . . . , ∗, 0︷︷
b′−th

, ∗, . . . , ∗)

and
ξb
′ ≡ (∗, . . . , ∗, 0︷︷

b−th

, ∗, . . . , ∗, 1︷︷
b′−th

, ∗, . . . , ∗),

then we have that ω(1) = ξ∨ω(b) = ξb, ω(2) = ξ∨ω(b′) = ξb
′
and ω(1)∧ω(2) = ξ.

So in order to prove (17) it is enough to prove that

R(ξb, ξb
′
) > R(ξ, ξb

′
), with b 6= b′. (18)

Now we concentrate on proving (18). To do this we �rst observe that if∏
{i,j}:ξij=1 rij = k, then∏
{i,j}:(ξb∨ξb′ )ij=1

rij = rbrb′k,
∏

{i,j}:ξbij=1

rij = rbk and
∏

{i,j}:(ξ∨ξb′ )ij=1

rij = rb′k.
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So it follows from the de�nition (11) that

BJJJ(ξb ∨ ξb′)
BJJJ(ξb)

=

∏
{i,j}:(ξb∨ξb′ )ij=1 rij∏
{i,j}:ξbij=1 rij

= rb′ =

∏
{i,j}:(ξ∨ξb′ )ij=1 rij∏
{i,j}:ξij=1 rij

=
BJJJ(ξ ∨ ξb′)
BJJJ(ξ)

.

Because of the above observation and the de�nitions of WGRC
V,free and WGRC

V,m ,
the proof of (18) reduces to

ΘV,#(C(ξb ∨ ξb′))
ΘV,#(C(ξb))

>
ΘV,#(C(ξ ∨ ξb′))

ΘV,#(C(ξ))
, (19)

where # stands for �free�or �m�.

Free boundary condition case.
We broke the proof of (19) in several cases. Let A1, A2, B1 and B2 be con-
nected components of (V, η(ξ)) and consider the cases showed in the picture
below

The case (I) represents that the end vertices of b belong to A1 and A2 and
the end vertices of b′ belong to B1 and B2. In this case the left and right
sides of (19) are equal, since

ΘV,free(A1 ∪ A2)ΘV,free(B1 ∪B2)

ΘV,free(A1 ∪ A2)ΘV,free(B1)ΘV,free(B2)

=
ΘV,free(B1 ∪B2)ΘV,free(A1)ΘV,free(A2)

ΘV,free(A1)ΘV,free(A2)ΘV,free(B1)ΘV,free(B2)
.

For the case (II), we should prove that

ΘV,free(A ∪B ∪ C)

ΘV,free(C ∪ A)ΘV,free(B)
>

ΘV,free(C ∪B)ΘV,free(A)

ΘV,free(A)ΘV,free(B)ΘV,free(C)
,
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which is equivalent to

ΘV,free(C)ΘV,free(A ∪B ∪ C) > ΘV,free(C ∪ A)ΘV,free(C ∪B). (20)

To help us prove inequality (20), we de�ne for each m ∈ {1, . . . , q} the
following numbers

am ≡ exp
(
β
∑

i∈A
hi,m

)
, bm ≡ exp

(
β
∑

i∈B
hi,m

)
and cm ≡ exp

(
β
∑

i∈C
hi,m

)
.

The hypothesis (16) implies immediately that (am) and (bm) are non-
decreasing in m. Using this notation, (20) reads

q∑
m=1

qmcm

q∑
m′=1

qm′am′bm′cm′ >
q∑

m=1

qmamcm

q∑
m′=1

qm′bm′cm′ . (21)

Both sides of the above inequality can be written using a bilinear form

ϕ(a, b) ≡
q∑

m,m′=1

rm,m′am′bm,

where rm,m′ ≡ qmcmqm′cm′ , a ≡ (a1, . . . , aq) and b ≡ (b1, . . . , bq). Note that
ϕ is a symmetric bilinear form and (21) can be written as

ϕ(1, c) > ϕ(a, b), where c ≡ (a1b1, . . . , aqbq). (22)

Therefore it remains to prove (22), which clearly holds since

rm,m′(am′−am)(bm′− bm) > 0 ⇐⇒ ϕ(1, c)−ϕ(a, b)−ϕ(b, a) +ϕ(c, 1) > 0.

We proceed with (19) for the case (III). Now we have to prove that

1 =
ΘV,free(A ∪B)

ΘV,free(A ∪B)
>

ΘV,free(A ∪B)

ΘV,free(A)ΘV,free(B)
,

in other words ΘV,free(A)ΘV,free(B) > ΘV,free(A ∪B), or equivalently∑q
m=1 qmam

∑q
m′=1 qm′bm′ >

∑q
m=1 qmambm.

This last inequality is actually true since

q∑
m=1

qmam

q∑
m′=1

qm′bm′ >
q∑

m=1

qmambmax

q∑
m′∈∩i∈VQi,max(ĥ̂ĥh)

qm′ >
q∑

m=1

qmambm.
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For the cases where the end vertices of b or b′ are contained in the same
connected component, the inequality is trivial.

Max wired boundary condition case.
Suppose that m̃ ∈ ∩i∈VQi,max(ĥ̂ĥh). To prove the inequality (19) we have to
analyze again the three cases above. For case (I), analogously to the free
boundary condition case, we have

ΘV,m̃(A1 ∪ A2)ΘV,m̃(B1 ∪B2)

ΘV,m̃(A1 ∪ A2)ΘV,m̃(B1)ΘV,m̃(B2)
=

ΘV,m̃(B1 ∪B2)ΘV,m̃(A1)Θm̃(A2)

ΘV,m̃(A1)ΘV,m̃(A2)ΘV,m̃(B1)ΘV,m̃(B2)
,

independently on whether the components A1, A2, B1 and B2 and the possible
combinations among them intersect V c.

For the case (II) and all the con�gurations sketched on the �gure below

we have from the de�nition (14) of ΘV,m̃ that the following equality holds

cm̃am̃bm̃cm̃ = am̃cm̃bm̃cm̃.

For the following con�gurations that also appears in the case (II) :

For (a), the inequality (19) comes from

(
∑q

m=1 qmcm) am̃bm̃cm̃ > am̃cm̃ (
∑q

m′=1 qm′bm′cm′) ,
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which is always valid since we have that bm̃ > bm′ , ∀m′ = 1, . . . , q. In (b)
inequality (19), comes from

(
∑q

m=1 qmcm) am̃bm̃cm̃ > (
∑q

m=1 qmamcm) bm̃cm̃,

which is also true because am̃ > am, ∀m = 1, . . . , q. Finally, in (c) inequality
(19), is a consequence of

(
∑q

m=1 qmcm) am̃bm̃cm̃ > am̃cm̃bm̃cm̃

and the validity of this inequality is ensured by∑q
m=1 qmcm >

∑
m∈∩i∈VQi,max(ĥ̂ĥh)

qmcmax > cmax = cm̃,

which follows from (15).
Now we consider the case (III), by splitting its analysis in the following

sub-cases

For (d) the inequality (19), is valid as long as

am̃ (
∑q

m′=1 qm′bm′) > am̃bm̃.

This is in fact true because∑q
m′=1 qm′bm′ >

∑
m′∈∩i∈VQi,max(ĥ̂ĥh)

qm′bmax > bmax = bm̃.

For (e), the desired inequality follows from

(
∑q

m=1 qmam) bm̃ > am̃bm̃,

but this inequality holds because

q∑
m=1

qmam >
∑

m∈∩i∈VQi,max(ĥ̂ĥh)

qmamax > amax = am̃.
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For the last sub-case (f), we have to prove that am̃bm̃ = am̃bm̃, which is
obviously true.

In the max wired boundary conditions, if the end vertices of b or b′ belong
to the same component, the result follows.

To �nish the proof we need to address the case where ξ has at most one
zero and ω(1) ≡ ξ ∨ ω(b) and ω(2) ≡ ξ ∨ ω(b′). Suppose that

ξ ≡ (1, . . . , 1, 0︷︷
b−th

, 1, . . . , 1, 1︷︷
b′−th

, 1, . . . , 1)

where b, b′ ∈ E ∪ ∂E with b 6= b′. By de�ning

ξb ≡ (1, . . . , 1, 1︷︷
b−th

, 1, . . . , 1, 1︷︷
b′−th

, 1, . . . , 1)

and
ξb
′ ≡ (1, . . . , 1, 0︷︷

b−th

, 1, . . . , 1, 1︷︷
b′−th

, 1, . . . , 1),

we can see that ω(1) = ξ∨ω(b) = ξb, ω(2) = ξ∨ω(b′) = ξb
′

and ω(1)∧ω(2) =
ξ. In this case, to prove (17) for both �free� and �max� wired boundary
conditions, it is enough to prove that R(ξb, ξb

′
) = R(ξ, ξb

′
) with b 6= b′, but

this is trivial since

R(ξb, ξb
′
) =
WGRC

V,# (ξb ∨ ξb′)
WGRC

V,# (ξb)
=
WGRC

V,# (ξb)

WGRC
V,# (ξb)

=
WGRC

V,# (ξ)

WGRC
V,# (ξ)

=
WGRC

V,# (ξ ∨ ξb′)
WGRC

V,# (ξ)
= R(ξ, ξb

′
).

11 Edwards-Sokal model

Edwards-Sokal model with general boundary condition. Fix q ∈
Z+, for any �nite set V ⊂ V and any �xed con�gurations σV c , ωB(V )c pre-
scribed outside of V , we de�ne de Edwards-Sokal measure φES

V,B(V ) as the
normalization of the following weights

W(σV , ωB(V )|σV c , ωB(V )c) =
∏

{i,j}∈B(V )
ωij=1

rijδσi,σj × exp
(
β
∑
i∈V

q∑
p=1

hi,pδσi,p
)
,

where rij has been de�ned in (11).
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Edwards-Sokal model with wired and free boundary conditions.

From the previous de�nition we can observe that, for any �nite volume V ⊂
V, the state φES

V,B(V )(·|σV c , ωB(V )c) is independent of ωB(V )c , and we de�ne

φES
V,m(·) ≡ φES

V,B(V )(·|σm
V c , ωB(V )c),

where σm is the constant con�guration, σm
i = m for all i ∈ V, with m ∈

{1, . . . , q} �xed. This state is known as the m-wired boundary condition
state.

By similar reasons we have that φES
V,B0(V )(·|σV c , ωB0(V )c) does not depend on

σV c , provided that the ω-boundary condition is chosen as ωB0(V )c = ω0
B0(V )c ,

where ω0 denotes the con�guration with ω0
ij = 0 for all {i, j} ∈ B(V). In this

case we introduce the notation

φES
V,free(·) ≡ φES

V,B0(V )(·|σV c , ω0
B0(V )c).

12 Gibbs states and limit states

Gibbs states. Let P(Ω) denote the set of probability measures de�ned
on some probability space Ω. Since the families {φGRC

B } and {φES
V,B(V )} are

speci�cations (see [23]), we can de�ne as usual the set of the Gibbs measures
compatible with these speci�cations as follows

G GRC ≡

φ ∈P(Ω) :
φ(f)

DLR
=

∫
φGRC
B (f |ωBc)φ(dω),

supp(f) ⊂ B

 (23)

and

G ES ≡

ν ∈P(Ω× Σ) :
ν(f)

DLR
=

∫
φES
V,B(V )(f |σV c , ωB(V )c) dν(σ, ω),

supp(f) ⊂ V × B(V )

 .

That is, G GRC and G ES are the class of probability measures (Gibbs measures)
that are preserved for their respective probability kernels.

Limit states. On the other hand, we de�ne the set of the thermodynamic
limits of the speci�cation {φGRC

Bn }, where {Bn} is a co�nal collection in E :

G GRC
lim ≡

{
φ ∈P({0, 1}E) : φ

weak
= lim

n→∞
φGRC
Bn (·|ωn)

}
. (24)
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In general, it is not easy to relate the sets G GRC and G GRC
lim due to the lack

of quasilocality of the speci�cations φGRC
B . One case where these sets can be

related is the case in which we assume the existence of at most one connected
component with probability one. As a consequence of Lemma 7, one can
prove the following relation: G GRC

lim ⊂ G GRC, see Lemma 8 below. For more
details see [7].

By using the FKG property for the GRC model and the previous de�-
nitions, one can prove the following theorem which ensures the existence of
thermodynamic limit.

Theorem 5 (Monotonicity and existence of limit states). Let β > 0, JJJ =

(Jij : {i, j} ∈ E) ∈ [0,∞)E and ĥ̂ĥh ≡ (hi,p ∈ R : i ∈ V; p = 1, . . . , q). For
each increasing quasilocal function f (see [23]),

(i) The following limits exist

φGRC
max (f) ≡ lim

V ↑V
φGRC
V,max(f) and φGRC

free (f) ≡ lim
V ↑V

φGRC
V,free(f).

(ii) If in addition, m ∈ ∩i∈VQi,max(ĥ̂ĥh), then the following limits exist

φES
max(f) ≡ lim

V ↑V
φES
V,max(f) and φES

free(f) ≡ lim
V ↑V

φES
V,free(f).

(iii) If φ ∈ G GRC
lim or φ ∈ G GRC, then for each increasing quasilocal function

f we have
φGRC

free (f) 6 φ(f) 6 φGRC
max (f).

Proof. The proof is similar to the proof of Theorem III.1 in [7].

Since we are also interested in monotonicity properties with respect to the
magnetic �eld, it is needed to introduce a partial order between two �elds
[7]. Given two arbitrary magnetic �elds ĥ̂ĥh and ĥ′ĥ′ĥ′, we say that

ĥ̂ĥh ≺ ĥ′ĥ′ĥ′ ⇐⇒ ∀ i ∈ V : hi,k − hi,l 6 h′i,k − h′i,l, k, l = 1, . . . , q (25)

whenever hi,k − hi,l > 0.

Theorem 6 (Monotonicity with respect to the magnetic �eld). Let ĥ̂ĥh and

ĥ′ĥ′ĥ′ be two arbitrary magnetic �elds such that ĥ̂ĥh ≺ ĥ′ĥ′ĥ′. Denote by φGRC,ĥ̂ĥh
# and

φGRC,ĥ′ĥ′ĥ′

# their respective measures de�ned in Theorem 5, where # stands for
�free� or �max�. Then, for any quasilocal increasing function f we have

φGRC,ĥ̂ĥh
free (f) 6 φGRC,ĥ′ĥ′ĥ′

free (f) and φGRC,ĥ̂ĥh
max (f) 6 φGRC,ĥ′ĥ′ĥ′

max (f).
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Proof. By the Holley Theorem, the stochastic domination claimed in the
statement of the theorem is proved as long as the following lattice condition
is satis�ed

φGRC,ĥ̂ĥh
V,# (ω(1) ∨ ω(2))φGRC,ĥ′ĥ′ĥ′

V,# (ω(1) ∧ ω(2)) > φGRC,ĥ′ĥ′ĥ′

V,# (ω(1))φGRC,ĥ̂ĥh
V,# (ω(2)) (26)

for all ω(1), ω(2) ∈ {0, 1}E, where # denotes the �free� and �max� wired bound-
ary conditions. For details, see Theorem 2.3, item (c), p. 20 in [27]. It is
also well known that (26) is a consequence of

φGRC,ĥ′ĥ′ĥ′

V,# (ζe)

φGRC,ĥ′ĥ′ĥ′

V,# (ζ(e))
>

φGRC,ĥ̂ĥh
V,# (ξe)

φGRC,ĥ̂ĥh
V,# (ξ(e))

, (27)

for any ξ � ζ and e ∈ E, where ξ(e) (ξ
e) is the con�guration that agrees with

ξ in all edges, except in e where its value is zero (one). We shall remark that
the notations ξe and ξ(e) have di�erent meaning.

Without loss of generality, we can assume that ξ and ζ are of the form

ξ ≡ (∗, . . . , ∗, 0︷︷
e−th

, ∗, . . . , ∗) and ζ ≡ (∗′, . . . , ∗′, 0︷︷
e−th

, ∗′, . . . , ∗′),

with ξ � ζ. Let k′ ≡
∏

{i,j}:ζij=1

rij and k ≡
∏

{i,j}:ξij=1

rij. From the de�nitions

we get that

ζ(e) = ζ, ξ(e) = ξ,
∏

{i,j}:ζeij=1

rij = rek
′ and

∏
{i,j}:ξeij=1

rij = rek.

Therefore

Bjjj(ζ
e)

Bjjj(ζ(e))
=

∏
{i,j}:ζeij=1 rij∏
{i,j}:ζij=1 rij

= re =

∏
{i,j}:ξeij=1 rij∏
{i,j}:ξij=1 rij

=
Bjjj(ξ

e)

Bjjj(ξ(e))
.

So it follows from the equation above that (27) is a consequence of

Θĥ′ĥ′ĥ′

V,#(ζe)

Θĥ′ĥ′ĥ′

V,#(ζ(e))
>

Θĥ̂ĥh
V,#(ξe)

Θĥ̂ĥh
V,#(ξ(e))

, (28)

for both �free� and �max� wired boundary conditions.
If e = {x, y} and x↔ y in ξ, then (28) is an equality. On the other hand,

if x 6↔ y in ξ, then there are two connected components A ≡ C(x, ξ) and
B ≡ C(y, ξ) containing the vertices x and y, respectively. If e is an open
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edge in ξ, then the components A and B are connected and will be denoted
by C ≡ A ∪B. So |C| = |A|+ |B|, from where we deduce that

Θĥ′ĥ′ĥ′

V,#(ζe)

Θĥ′ĥ′ĥ′

V,#(ζ(e))
·

Θĥ̂ĥh
V,#(ξ(e))

Θĥ̂ĥh
V,#(ξe)

=
Θĥ′ĥ′ĥ′

V,#(C)

Θĥ̂ĥh
V,#(C)

·
Θĥ̂ĥh
V,#(A)Θĥ̂ĥh

V,#(B)

Θĥ′ĥ′ĥ′

V,#(A)Θĥ′ĥ′ĥ′

V,#(B)
,

for either free or max wired boundary conditions. In order to prove (28), it
is enough to prove that

Θĥ′ĥ′ĥ′

V,#(C)

Θĥ̂ĥh
V,#(C)

.
Θĥ̂ĥh
V,#(A)Θĥ̂ĥh

V,#(B)

Θĥ′ĥ′ĥ′

V,#(A)Θĥ′ĥ′ĥ′

V,#(B)
> 1. (29)

To establish the above inequality, we analyze separately the �free� and �max�
wired boundary condition cases.

Free boundary condition case.
Keeping the notation used in the proof of the FKG inequality, for each
m ∈ {1, . . . , q} we de�ne

am ≡ exp
(
β
∑
i∈A

hi,m
)
, bm ≡ exp

(
β
∑
i∈B

hi,m
)

and cm ≡ exp
(
β
∑
i∈C

hi,m
)
.

Similarly we de�ne a′m, b
′
m and c′m by replacing (hi,m) for (h′i,m). With this

notation, (29) reads

(
∑q

j=1 qja
′
j)(
∑q

k=1 qkb
′
k)(
∑q

l=1 qlalbl)

6 (
∑q

j=1 qjaj)(
∑q

k=1 qkbk)(
∑q

l=1 qla
′
lb
′
l). (30)

The proof of (30) is divided in two steps.

Step 1:(move the primes from aj's) we claim that

(
∑q

j=1 qja
′
j)(
∑q

k=1 qkb
′
k)(
∑q

l=1 qlalbl)

6 (
∑q

j=1 qjaj)(
∑q

k=1 qkb
′
k)(
∑q

l=1 qla
′
lbl). (31)

In fact, we �rst remark that without loss of generality we can assume that
hi,l − hi,j > 0, ∀i ∈ V. From the hypothesis we have ĥ̂ĥh ≺ ĥ′ĥ′ĥ′, so we get
∀ l, j = 1, . . . , q and ∀ i ∈ V that hi,l − hi,j 6 h′i,l − h′i,j. From the last
inequality, it follows that

al
aj

6
a′l
a′j
, which implies a′jal − aja′l 6 0. (32)
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On the other hand, since hi,l−hi,j > 0, we have bl− bj > 0. Putting together
the last two inequalities yields

(a′jal − aja′l)(bl − bj) 6 0,

and we conclude that a′jalbl 6
[
a′jal − aja′l

]
bj + a′lajbl 6 aja

′
lbl, where in the

last inequality we have used (32). By multiplying the above inequality for
qjqkqlb

′
k and then summing over j, k, l = 1, . . . , q, we prove the claim.

Step 2:(move the primes from bk's) we claim that

(
∑q

j=1 qjaj) (
∑q

k=1 qkb
′
k) (
∑q

l=1 qla
′
lbl)

6 (
∑q

j=1 qjaj)(
∑q

k=1 qkbk)(
∑q

l=1 qla
′
lb
′
l). (33)

The proof is similar to the one given for the Step 1. We assume that hi,l −
hi,k > 0, ∀ i ∈ V and prove in place of (32) that b′kbl − bkb′l 6 0, proceeding
similarly to reach the conclusion.

Finally, by piecing together the inequalities (31) and (33), we obtain (30).

Max wired boundary condition case.
We �rst observe that if m ∈ ∩i∈VQi,m(ĥ̂ĥh) and m̃ ∈ ∩i∈VQi,m̃(ĥ′ĥ′ĥ′), then m = m̃.
Given two connected components A and B, if A∩V c = ∅ and B∩V c = ∅, then
the inequality follows from the free boundary condition case. The remaining
cases will be analyzed by considering the following cases:

In the case (a), (29) is equivalent to the inequality

a′m (
∑q

k=1 qkb
′
k) ambm 6 am (

∑q
k=1 qkbk) a

′
mb
′
m. (34)

To see that this inequality holds, it is su�cient to observe that the order-
ing between the magnetic �elds implies bmb

′
k 6 b′mbk. Multiplying this last

inequality by a′mam and summing over k = 1, . . . , q, we obtain (34).
In the case (b) the inequality (29) reduces to

(
∑q

j=1 qja
′
j)b
′
mambm 6 (

∑q
j=1 qjaj)bma

′
mb
′
m.
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Now we use that the magnetic �eld ordering implies that ama
′
j 6 a′maj and

then proceed similarly to the previous case. Finally, in the case (c) the
inequality (29) is equivalent to a′mb

′
mambm = a′mb

′
ma
′
mb
′
m, which is trivial.

Our next result is the monotonicity, in the FKG sense, with respect to
the coupling constants JJJ in the special case where Jij ≡ J, ∀ i, j ∈ V.

Theorem 7. Suppose that 0 6 J1 < J2 are two coupling constants. For each
�nite V ⊂ V denote by φGRC,Jk

V,# , k=1,2; the measure de�ned by the weights

(13) or by the weights (14) with m ∈ ∩i∈V ∈ Qi,max(ĥ̂ĥh). Then

φGRC,J1

V,max (f) 6 φGRC,J2

V,free (f),

where f is a cylindrical increasing function, and # stands for �free� or �max�.

Proof. By assuming J1 < J2, we get that eqβJ1 − 1 < eqβJ2 − 1. For any
con�guration ω ∈ {0, 1}B(V ), we de�ne the function g : {0, 1}B(V ) → R by

g(ω) ≡
[
eqβJ1 − 1

eqβJ2 − 1

]o(ω)

×
∏
C(ω):

V(C(ω))∩∂V 6=∅

exp
(
β
∑
i∈C(ω)

hi,max

)
,

where o(ω) denotes the numbers of open edges in ω. One can easily see
that the function g is decreasing since g is composed by the product of non-
negative decreasing functions.

Let f : {0, 1}B(V ) → R be a cylindrical increasing arbitrary function.
Since Jij ≡ J, we have the following expression for Bernoulli factor: BJk(ω) =(
eqβJk − 1

)o(ω)
, k = 1, 2. From the de�nition of the expected values we obtain

φGRC,J1

V,max (f) =
1

ZGRC,J1

V,max

∑
ω∈{0,1}B(V )

f(ω)
(
eqβJ1 − 1

)o(ω)
∏
C(ω)

ΘV,max(C(ω))

=
1

ZGRC,J2

V,max

∑
ω∈{0,1}B(V )

f(ω)g(ω)
(
eqβJ2 − 1

)o(ω)

×
∏
C(ω):

V(C(ω))∩∂V=∅

q∑
p=1

eβ
∑
i∈C(ω) hi,p ×

ZGRC,J2

V,free

ZGRC,J1

V,max

= φGRC,J2

V,free (f · g)×
ZGRC,J2

V,free

ZGRC,J1

V,max

, (35)
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where ZGRC,J
V,# denotes the normalization constant of the measure φGRC,J

V,# and
# stands for �free� or �max�. By taking f ≡ 1 in (35) we get the following
equality

φGRC,J2

V,free (g) =
ZGRC,J1

V,max

ZGRC,J2

V,free

.

Using the last equation, (35) and the strong FKG property (Theorem 4) we
�nally conclude that

φGRC,J1

V,max (f) =
φGRC,J2

V,free (f · g)

φGRC,J2

V,free (g)

FKG

6 φGRC,J2

V,free (f).

Remark 7. Note that Theorem 7 can be extended using Item (iii) of Theorem
5 for any pair of GRC Gibbs measures at J = J1, resp. J = J2. As a
particular case, we obtain the following corollary.

Corollary 4 (Monotonicity in coupling constant). Suppose that 0 6 J1 <
J2 are two coupling constants. For each �nite V ⊂ V denote by φGRC,Jk

V,# ,
k=1,2; the measure de�ned by the weights (13) or by the weights (14) with

m ∈ ∩i∈V ∈ Qi,max (ĥ̂ĥh). Then

φGRC,J1

V,# (f) 6 φGRC,J2

V,# (f),

where f is a cylindrical increasing function and # stands for �free� or �max�.

13 GRC model and quasilocality

In what follows we study the quasilocality of the random-cluster model in
non-homogeneous magnetic �eld. The next lemma tells us that the speci�-
cations {φGRC

B } are almost surely quasilocal (see [23, 38]). To give a precise
statement of this lemma, we need to introduce some notation:

M (∆,Λ) ≡
{
ω ∈ {0, 1}E : ∀x, y ∈ Λ, x↔ ∆c and y ↔ ∆c ⇒ x←−−→

B0(∆)
y
}

where Λ ⊂ ∆ are �nite subsets in V. The following lemma is an adaptation
of Lemma VI.2 in [7] for our model.
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Lemma 7 (Quasilocality). Let B ⊂ B0(E) be a �nite set and f a cylindrical
function depending only on the edges in B. Then, for each pair of �nite
subsets (∆,Λ) with V(B) ⊂ Λ ⊂ ∆, the function

ω 7→ 1M (∆,Λ)(ω)φGRC
B (f |ωBc)

is quasilocal. If in addition φ ∈ G GRC
lim or φ ∈ G GRC have at most one in�nite

connected component and Λ ⊂ V, then

φ(M (∆,Λ)) ↑ 1, whenever ∆ ↑ V.

Proof. Recalling the de�nition of φGRC
B (·|ωBc), we note that it is enough to

prove that the function

ω 7→ 1M (∆,Λ)(ω)φGRC
B (ωB|ωBc), ∀ ωB ∈ {0, 1}B (36)

is quasilocal. In the sequel we shall prove the quasilocality of the mapping
de�ned in (36). Let ∆̃ be a �nite subset of V such that ∆ ⊂ ∆̃. Consider
the following con�gurations:

ω ≡ (∗, . . . , ∗, 0︷︷
b−th

, ∗, . . .), ωb ≡ (∗, . . . , ∗, 1︷︷
b−th

, ∗, . . .)

where ∗ is an arbitrary element in {0, 1} and b ∈ B(∆̃)c. Suppose that
ω ∈M (∆,Λ) and that there exists a connected component C∗ connecting Λ
to B(Λ̃)c in ω. By de�nition, we have that ωb ∈M (∆,Λ) and the connected
component C∗ is unique. Let us consider two cases:

1) V(C∗) ∩ V({b}) = ∅ and 2) V(C∗) ∩ V({b}) 6= ∅.

In the �rst case we trivially have |WGRC
B (ωB|ωbBc)−WGRC

B (ωB|ωBc)| = 0. The
second case is more elaborate. We consider separately two cases. We �rst
assume that there is some ε > 0 such that ε < |hi,max−hi,m| for all i ∈ V and
m ∈ {1, . . . , q}. For this case let us denote by C∗b the connected component
V(C∗) ∩ V({b}). Then

|WGRC
B (ωB|ωbBc)−WGRC

B (ωB|ωBc)| 6 BJ(ω)k(ω)×

×
q∑

m=1

qm

∣∣∣ exp
(
− β

∑
i∈C∗b

(hi,max − hi,m)
)
− exp

(
− β

∑
i∈C∗

(hi,max − hi,m)
)∣∣∣,

where

k(ω) ≡
∏

C(ω):V(C)∩V(B)6=∅
|C|<∞

q∑
m=1

qm exp
(
− β

∑
i∈C

(hi,max − hi,m)
)
<∞
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and
BJ(ω) =

∏
{i,j}∈B:ωij=1

rij.

Suppose that m 6∈ ∩
i∈V
Qi,max(ĥ̂ĥh), then we have

d(b,Λ) 6 |V(C∗b )| 6
∑
i∈C∗b

1

ε
(hi,max − hi,m).

The last inequalities imply that if d(b,Λ)→∞, then∑
i∈C∗b

(hi,max − hi,m)→∞ and
∑
i∈C∗

(hi,max − hi,m)→∞,

whenever m 6∈ ∩
i∈V
Qi,max(ĥ̂ĥh). Therefore, whenever d(b,Λ)→∞, we have that

|WGRC
B (ωB|ωbBc)−WGRC

B (ωB|ωBc)| → 0. (37)

In the case lim infi∈V |hi,max − hi,m| = 0 it is enough to analyze whether∑
i∈C∗

(hi,max − hi,m)

is �nite or not. If it is in�nite, then the result is trivial. Otherwise we use
the continuity of the exponential function and a suitable choice of b so that
d(b,Λ)→∞. Now we consider two di�erent con�gurations:

ω̂ ≡ (∗, . . . , ∗, 0︷︷
b−th

, ∗, . . . , ∗, 1︷︷
b′−th

, ∗, . . .)

and
ω̃ ≡ (∗, . . . , ∗, 1︷︷

b−th

, ∗, . . . , ∗, 0︷︷
b′−th

, ∗, . . .),

where ∗ is arbitrary in {0, 1} and b, b′ ∈ B(∆̃)c . We also denote

ω ≡ (∗, . . . , ∗, 0︷︷
b−th

, ∗, . . . , ∗, 0︷︷
b′−th

, ∗, . . . , ∗),

with ∗ arbitrary in {0, 1}. See that ω̂ = ωb
′
and ω̃ = ωb. Then by (37) and

the triangle inequality we have

|WGRC
B (ωB|ω̂bBc)−WGRC

B (ωB|ω̃Bc)|
6

|WGRC
B (ωB|ωb

′

Bc)−WGRC
B (ωB|ωBc)|+ |WGRC

B (ωB|ωbBc)−WGRC
B (ωB|ωBc)| → 0,
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when d(b′,Λ), d(b,Λ) → ∞. Following this reasoning, we prove that for any
two distinct con�gurations ω̂, ω̃ em B(∆̃)c we have∣∣WGRC

B (ωB|ω̂bBc)−WGRC
B (ωB|ω̃Bc)

∣∣→ 0, whenever min
b∈A

d(b,Λ)→∞

and A ≡ {e ∈ B(∆̃)c : ω̂e 6= ω̃e}, thus proving the quasilocality of the
application (36).

Finally, in order to prove the second statement, it is enough to notice
that {M (∆,Λ) : ∆ ⊂ V �nite} is an increasing sequence of events.

Lemma 8 (Subsets of Gibbs measures). Let q ∈ Z+, β > 0, JJJ = (Jij :

{i, j} ∈ E) ∈ [0,∞)E, ĥ̂ĥh = (hi,p ∈ R : i ∈ V, p = 1, . . . , q) and {qp : p =
1, . . . , q} satisfying (15). If φ ∈ G GRC

lim and has at most one in�nite connected
component then G GRC

lim ⊂ G GRC.

Proof. The proof of this lemma follows from Lemma 7 and the almost sure
quasilocality. See [7].

The next theorem gives su�cient conditions for quasilocality of the speci-
�cations under a geometric assumption of almost sure existence of an in�nite
connected component in the graph, thus facilitating many technical calcula-
tions.

Theorem 8 (Conditional expectations for GRC). Let β > 0, Jij > 0, hi,m ∈
R, ∀i, j ∈ V and qm > 0,m = 1, . . . , q satisfying (15). If φ ∈ G GRC and has
at most one in�nite connected component almost surely, B ⊂ B0(V), and f
is a cylindrical function depending on the con�guration ωB, then

φ(f |FBc) = φGRC
B (f |ωBc), φ−a.s.

Sketch of the Proof. The idea is the same as the one employed in the proof of
the Theorem III.4 in [7]. For the sake of completeness, we sketch a proof. Let
B1, B2 be �nite sets of bonds with B1∩B2 = ∅ and f and g be bounded cylin-
der functions depending only on the bonds in B1 and B2, respectively. Using
the DLR equation (23) and the consistence of the speci�cations {φGRC

B }, for
B ⊃ B1 ∩ B2 we can easily obtain that

φ(gf) = lim
B↑E

∫
φGRC
B

(
gφGRC

B1
(f |·)

∣∣ωBc
)
φ(dω). (38)

Let ∆ ⊃ V(B1), since both g and 1M (∆,V(B1))(·)φGRC
B (f |·) are quasilocal, the

function g · 1M (∆,V(B1))φ
GRC
B (f |·) can be approximated by local functions.
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Then by DLR equation (23), we have

φ
(
g · 1M (∆,V(B1))φ

GRC
B1

(f |·)
)

= lim
B↑E

∫
φGRC
B

(
g · 1M (∆,V(B1))φ

GRC
B1

(f |·)
∣∣ωBc

)
φ(dω). (39)

From Lemma 7 we get φ
(
M (∆,V(B1))

)
↑ 1 whenever ∆ ↑ V. Since f and g

are bounded, using the Dominated Convergence Theorem we have

lim
∆↑V

∫
φGRC
B

(
g·1M (∆,V(B1))φ

GRC
B1

(f |·)
∣∣ωBc

)
φ(dω) =

∫
φGRC
B

(
gφGRC

B1
(f |·)

∣∣ωBc
)
φ(dω)

and
lim
∆↑V

φ
(
g · 1M (∆,V(B1))φ

GRC
B1

(f |·)
)

= φ
(
gφGRC

B1
(f |·)

)
.

Combining the above limits, together with the items (38) and (39), we have

φ(gf) = φ
(
gφGRC

B1
(f |·)

)
for all bounded g depending only on the con�gurations ωBc1 . From the al-
most sure uniqueness of conditional expectation with respect to φ, the proof
follows.

Using the general theory of thermodynamic formalism, one can prove the
following lemma.

Lemma 9 (Monotonicity in the volume, [7]). Let q ∈ Z+, β > 0, JJJ =

(Jij : {i, j} ∈ E) ∈ [0,∞)E, the magnetic �eld be ĥ̂ĥh and the sequence {qp :
p = 1, . . . , q} satisfy (15). If Λ ⊂ V are �nite subsets of V, then for any
cylindrical increasing function f we have

φGRC
Λ,free(f) 6 φGRC

V,free(f) and φGRC
Λ,max(f) > φGRC

V,max(f).

Remark 8. When qp = 1, for all p = 1, . . . , q in (12) , then we call the
model simply the RC model. In this case, we de�ne the set of Gibbs measures
G RC and G RC

lim similarly to (23) and (24).

From now on, the study turns to some fundamental properties of the RC
model. The following theorem is valid only for the random-cluster model.

Theorem 9. Let q ∈ Z+, β > 0, JJJ = (Jij : {i, j} ∈ E) ∈ [0,∞)E and

ĥ̂ĥh be a magnetic �eld as previously de�ned. Given ν ∈ G ES, let φν denote
its edge-marginal. Then for any cylindrical increasing function f we have
φν(f) 6 φRC

max(f).

Proof. For more details see the proof of Theorem III.2 reference [7].
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14 Uniqueness of the in�nite connected com-

ponent

We have so far developed the theory of the random-cluster model with non-
uniform magnetic �eld for countably in�nite graphs. We are interested in the
situation in which the in�nite connected component is (almost surely) unique,
as is commonly the case for an �amenable graph�. The amenability hypothesis
is important for the uniqueness of the in�nite connected component in several
models, [13, 28, 31]. When the graph is non-amenable, the non-uniqueness
of the in�nite connected component is known for several models including
the Bernoulli percolation and null magnetic �eld random-cluster model, see
[6, 28, 31] and references therein. Therefore, from now on we assume tacitly
that the lattice L is amenable, that is, inf{|∂EV |/|V |} = 0, where the in�mum
ranges over all �nite connected subsets V of V, and ∂EV is the set of edges
with one end-vertex in V and one in V \ V .

In what follows we denote by N∞ the random variable that counts the
number of in�nite connected components in both sample spaces Ω ≡ {0, 1}E
and Σq × Ω.

Theorem 10 (Uniqueness of the in�nite connected component). Let β > 0

be the inverse temperature and ĥ̂ĥh a magnetic �eld. Then

φGRC,ĥ̂ĥh
max (N∞ 6 1) = φGRC,ĥ̂ĥh

free (N∞ 6 1) = 1.

Proof. We only present the argument for φGRC,ĥ̂ĥh
max ∈ G GRC, since for the free

boundary condition case the proof works similarly. Let Λ ⊂ ∆ be �nite
subsets of V and DΛ,∆ the set of all ω ∈ Ω with the property: there exist two
points u, v ∈ ∂Λ such that both u and v are joined to ∂∆ by paths using ω-
open edges of E∆ \EΛ, but u is not joined to v by a path using ω-open edges
of E∆. For any �xed con�guration η ∈ Ω the mapping ω 7→ 1DΛ,∆

(ωEΛ
ηEV\Λ)

is decreasing. Because of the de�nition of DΛ,∆ we can abuse notation and
simply write 1DΛ,∆

(ωEΛ
ηE∆\Λ). Given ε > 0 small enough, we consider the

external magnetic �eld εĥ̂ĥh ≡ (εhi,p,∀ i ∈ V, p = 1, . . . , q). A straightforward

computation shows that εĥ̂ĥh ≺ ĥ̂ĥh, where the partial order is given by (25). If
V contains ∆ then it follows from the Theorem 6 that

φGRC,ĥ̂ĥh
V,max (1DΛ,∆

(· ηE∆\Λ)) 6 φGRC,εĥ̂ĥh
V,max (1DΛ,∆

(· ηE∆\Λ)).

By summing over all ηE∆\Λ the above inequality we get that

φGRC,ĥ̂ĥh
V,max (DΛ,∆) 6 φGRC,εĥ̂ĥh

V,max (DΛ,∆).

45



Taking ε → 0, V ↑ V and using the continuity of 1DΛ,∆
and the Theorem 5

we get from the last inequality that

φGRC,ĥ̂ĥh
max (DΛ,∆) 6 φGRC,̂0̂0̂0

max (DΛ,∆).

Since ∩∆⊃ΛDΛ,∆ ↑ {N∞ > 1}, when Λ ↑ V it follows from the continuity of

the measure and Theorem III.3 of [7] that φGRC,ĥ̂ĥh
max (N∞ > 1) = 0.

To state our next theorem, which is the main theorem of the next section,
we need to introduce the following parameters:

P∞(β,JJJ, ĥ̂ĥh) ≡ sup
x∈V

sup
φ∈G GRC

φ(|Cx| =∞)

and

P̃∞(β,JJJ, ĥ̂ĥh) ≡ sup
x∈V

inf
φ∈G GRC

φ(|Cx| =∞),

where Cx is the in�nite connected component containing the vertex x. For
the RC model, the parameters P∞ and P̃∞ are de�ned similarly. We also
de�ne the critical parameter

βc(JJJ, ĥ̂ĥh) ≡ inf{β > 0 : P∞(β,JJJ, ĥ̂ĥh) > 0}.

To lighten the notation we introduce for each m ∈ {1, . . . , q} �xed, the event

A ∞
>1,m≡

{
(σ, ω) ∈ Σq × Ω :

N∞(σ, ω) > 1 and all vertices in any in�nite
connected component satis�es σx = m

}
.

15 Uniqueness and phase transition

Now we are ready to state and prove one of the main theorems of this paper.
We emphasize that this theorem was inspired by Theorem II.5 in [7].

Theorem 11 (Uniqueness and phase transition). Fix q ∈ Z+, β > 0, a

magnetic �eld ĥ̂ĥh = (hi,p ∈ R : i ∈ V, p = 1, . . . , q) and {qp : p = 1, . . . , q}
satisfying (15).

(i) For all JJJ > 0 (Jij > 0, ∀ {i, j} ∈ E), there is at most one probability
measure µ0 in G ES

0 ≡ {ν ∈ G ES : ν(N∞ = 0) = 1}.

(ii) If P∞(β,JJJ, ĥ̂ĥh) = 0, then |G ES| = |G RC| = 1. In particular, if β <

βc(JJJ, ĥ̂ĥh), then |G ES| = |G RC| = 1.
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(iii) If JJJ > 0 is an uniform coupling constant (Jij ≡ J > 0, ∀ {i, j} ∈
E), then P∞(β, J, ĥ̂ĥh) = supx∈V φGRC

max (|Cx| = ∞) and P̃∞(β, J, ĥ̂ĥh) =
supx∈V φGRC

free (|Cx| =∞).

(iv) Let JJJ > 0 (Jij ≡ J > 0, ∀ {i, j} ∈ E). If P∞(β,JJJ, ĥ̂ĥh) > 0 then

the states φES
m , m ∈ ∩i∈VQi,max(ĥ̂ĥh) are extremal ES Gibbs states with

φES
m (A ∞

>1,m) = 1.Moreover under the strong assumption P̃∞(β,JJJ, ĥ̂ĥh) > 0
we have that |G ES| > 1.

(v) Let JJJ > 0 (Jij ≡ J > 0, ∀ {i, j} ∈ E). If β < βc, then P∞(β, J, ĥ̂ĥh) =

P̃∞(β, J, ĥ̂ĥh) = 0, while both P∞(β, J, ĥ̂ĥh) > 0 and P̃∞(β, J, ĥ̂ĥh) > 0 when-
ever β > βc.

Proof. The whole proof follows closely reference [7]. (i) We prove that G ES
0 =

{φES
free}, In fact, let ν ∈ G ES

0 and {∆n : n ∈ N} be a co�nal sequence of
subsets of V. Then the sequence of random sets {Λn : n ∈ N} de�ned by
Λn(ω) ≡ {x ∈ ∆n : x 6↔ ∆c

n in ω} is also increasing. Note that the set
Λn is well de�ned due to the absence of in�nite connected components. By
Theorem 5, given ε > 0, we can take ∆ big enough so that for each function
f with support in (∆,B0(∆)) we have

|φES
V,free(f)− φES

free(f)| 6 ε, ∀ V ⊃ ∆. (40)

On the other hand, we have that

ν(f) = ν(f1{Λn(·)6⊃∆}) + ν(f1{Λn(·)⊃∆})

= ν(f1{Λn(·)6⊃∆}) +
∑

Λn(·)⊃∆

ν(f1{Λn(·)=Λn}).

By using the DLR equations and their equivalent version of conditional expec-
tations for the speci�cation {φES

Λ,B0(Λ)}, we can rewrite the above expression
as

= ν(f1{Λn(·)6⊃∆}) +
∑

Λn(·)⊃∆

ν
(
φES

Λn,B0(Λn)
(f1{Λn(·)=Λn}|·)

)
= ν(f1{Λn(·) 6⊃∆}) +

∑
Λn(·)⊃∆

ν
(
ν(f1{Λn(·)=Λn}|FΛ

c
n,B0(Λn)c)

)
.

For each �xed n, the random variable 1{Λn(·)=Λn} depends only on the states

of the sites and edges in (Λn,B0(Λn)), so we have that this random variable
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is independent of the σ-algebra FΛ
c
n,B0(Λn)c . Hence the latter expression can

be rewritten as

= ν(f1{Λn(·)6⊃∆}) +
∑

Λn(·)⊃∆

ν
(
1{Λn(·)=Λn}ν(f |FΛ

c
n,B0(Λn)c)

)
= ν(f1{Λn(·)6⊃∆}) +

∑
Λn(·)⊃∆

ν
(
1{Λn(·)=Λn}φ

ES
Λn,B0(Λn)

(f |·)
)

= ν(f1{Λn(·)6⊃∆}) +
∑

Λn(·)⊃∆

ν
(
1{Λn(·)=Λn}φ

ES
Λn,free

(f)
)
,

where in the second equality we have used again the equivalent version of
conditional expectation for speci�cation {φES

Λ,B0(Λ)}, and in the last one we

use the de�nition of the measure φES
Λn,free

. So we have the identity

ν(f) = ν(f1{Λn(·)6⊃∆}) +
∑

Λn(·)⊃∆

ν
(
1{Λn(·)=Λn}φ

ES
Λn,free

(f)
)
. (41)

Combining the identities (40) and (41) we have

ν(f1{Λn(·) 6⊃∆}) + [φES
free(f)− ε]ν(f1{Λn(·)⊃∆}) 6 ν(f)

6 ν(f1{Λn(·) 6⊃∆}) + [φES
free(f) + ε]ν(f1{Λn(·)⊃∆}). (42)

Since the sequence {Λn(ω) : n ∈ N} is increasing, the sequence {An : n ∈ N},
with An ≡ {Λn(·) ⊃ ∆}, is also increasing. Therefore 1An ↑ 1. Since f
is bounded, taking n ↑ ∞ in (42) and using the Dominated Convergence
Theorem yields

|ν(f)− φES
free(f)| 6 ε.

Since ε > 0 was arbitrary, we conclude the proof of this item.

(ii) If P∞(β,JJJ, ĥ̂ĥh) = 0, then

φ(|Cx| =∞) = 0, ∀ φ ∈ G RC and x ∈ V. (43)

By the uniqueness of the in�nite connected component (Theorem 10) and
Lemma 8, it follows that property (43) holds for φRC

max. If φν denotes the
edge-marginal of ν ∈ G ES, by Theorem 9 we have

0 = φRC
max(N∞ > 0) > φν(N∞ > 0) = ν(N∞ > 0),

which implies that ν ∈ G ES
0 . Therefore it follows from the item (i) that

ν = φES
free. That is, G ES = G ES

0 = {φES
free}.
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On the other hand, if we denote by G RC
0 ≡ {φ ∈ G RC : φ(N∞ = 0) = 1},

we have from (43) and Theorem 5,

0 = φRC
max(N∞ > 0) > φ(N∞ > 0), ∀ φ ∈ G RC.

Thus φ ∈ G RC
0 . By repeating the proof of item (i), using Theorem 8 and the

DLR equations (23), we have that G RC = {φRC
free}.

(iii) Using Item (iii) of Theorem 5 gives

P∞(β, J, ĥ̂ĥh) 6 sup
x∈V

φGRC
max (|Cx| =∞) and P̃∞(β, J, ĥ̂ĥh) > sup

x∈V
φGRC

free (|Cx| =∞).

To prove that the equality is attained, it is enough to show that φGRC
max ∈

G GRC and φGRC
free ∈ G GRC, respectively. By using Theorem 10, we have that

φGRC,ĥ̂ĥh
max (N∞ 6 1) = φGRC,ĥ̂ĥh

free (N∞ 6 1) = 1, thus we conclude from Lemma 8
that φGRC

max ∈ G GRC and φGRC
free ∈ G GRC.

(iv) Using the same technique employed by [7], one can prove that

φRC
max(x↔∞) = lim

V ↑V
φRC
V,max(x↔ V c).

As a consequence, we have that, for all m ∈ ∩i∈VQi,max(ĥ̂ĥh),

φES
m (x↔∞) = lim

V ↑V
φES
V,m(x↔ V c).

Combining the two last identities with the trivial fact

φES
V,m(x↔ V c, σx = m̃) = φES

V,m(x↔ V c)δm,m̃,

and taking the thermodynamic limit, we have

φES
m (σx = m̃|x↔∞) = δm,m̃, ∀m ∈ ∩i∈VQi,max(ĥ̂ĥh). (44)

Now we prove that the state φES
m is extremal whenever m ∈ ∩i∈VQi,max(ĥ̂ĥh).

To this end, let us assume that φES
m (A ∞

>1,m) = 1, this will be proved below.
Suppose that φES

m is not extremal - then there are two Gibbs measures in G ES

so that

φES
m = tφES

1 + (1− t)φES
2 , with φES

i (A ∞
>1,m) = 1 and t ∈ (0, 1). (45)

If φRC
i denotes the RC marginal of φES

i , it follows from Lemma VIII.1 in [7]
that φRC

i ∈ G RC, i = 1, 2. This implies that

φRC
max = tφRC

1 + (1− t)φRC
2 , t ∈ (0, 1).
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By stochastic domination one can prove that φRC
max is an extremal probability

measure, so φRC
1 = φRC

2 = φRC
max. Using Lemma VIII.3 in [7], this fact implies

φES
1 = φES

2 , hence the extremality of φES
m is proved.

Finally, we prove that φES
m (A ∞

>1,m) = 1. Since P∞(β,JJJ, ĥ̂ĥh) > 0, we get
from Item (iii) of Theorem 5 that

0 < P∞(β,JJJ, ĥ̂ĥh) 6 sup
x∈V

φRC
max(x↔∞) 6 φRC

max(N∞ > 1). (46)

Since φRC
max is an extremal Gibbs state and {N∞ > 1} is a tail event it

follows from the inequality (46) and the uniqueness of the in�nite connected
component (Theorem 10) that

1 = φRC
max(N∞ = 1) = φES

m (N∞ = 1), ∀m ∈ ∩i∈VQi,max(ĥ̂ĥh).

The previous equation together with the identity (44) implies, for each m ∈
∩i∈VQi,max(ĥ̂ĥh), that φES

m (A ∞
>1,m) = 1.

We now prove the second statement of Item (iv). As long as the set

∩i∈VQi,max(ĥ̂ĥh) has more than one element, the result follows from the �rst
statement of the Item (iv). Otherwise, without loss of generality, we can

assume that ∩i∈VQi,max(ĥ̂ĥh) = {1}. Let φRC ∈ G RC be a spin-marginal of φES
2 ,

then

0 < P̃∞(β,JJJ, ĥ̂ĥh) ≤ sup
x∈V

φRC(x↔∞) = sup
x∈V

φES
2 (x↔∞)

= sup
x∈V

φES
2 (x↔∞, σx = 2) ≤ φES

2 (A ∞
>1,2).

Since φES
1 (A ∞

>1,1) = 1 and A ∞
>1,1 ∩ A ∞

>2,1 = ∅, it follows from the above in-
equality that φES

1 6= φES
2 .

(v) By Item (iii) and Corollary 4, we get that the maps J 7→ P∞(β, J, ĥ̂ĥh)

and J 7→ P̃∞(β, J, ĥ̂ĥh) are increasing, and so are the maps ĥ̂ĥh 7→ P∞(β, J, ĥ̂ĥh)

and ĥ̂ĥh 7→ P̃∞(β, J, ĥ̂ĥh), with respect to the partial order (25). From the de�-
nition, one has

P̃∞(β, J, ĥ̂ĥh) 6 P∞(β, J, ĥ̂ĥh), ∀β, J and ĥ̂ĥh. (47)

From Item (iii) and Theorem 7, we get P∞(β, J1, ĥ̂ĥh) 6 P̃∞(β, J2, ĥ̂ĥh) for all

J1 < J2. By Item (iii), we have that P∞ and P̃∞ are thermodynamical
limits. Using the form of the Hamiltonian of this model and the monotonicity
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properties proved above, we get, for all β1 < β2, that

P∞(β1, J, ĥ̂ĥh) = P∞(1, β1J, β1ĥ̂ĥh) 6 P̃∞(1, β2J, β1ĥ̂ĥh)

6 P̃∞(1, β2J, β2ĥ̂ĥh)

= P̃∞(β2, J, ĥ̂ĥh). (48)

Combining inequalities (47) and (48) yields (v).

We now consider the q-state Potts model where each value of the spin is
coupled to a distinct and site dependent external �eld. The formal Hamilto-
nian of the model is

H(σ̂) = −J
∑
{i,j}

δσ̂iδσ̂j −
q∑
p=1

∑
i

hi,p
q
δσ̂i,p . (49)

Let G Spin denote the set of all spin Gibbs states, de�ned by means of the DLR
condition and the above Hamiltonian (appropriately modi�ed to incorporate
boundary conditions).

Theorem 12. Let ΠS : G ES → G Spin denote the mapping that assigns the
spin-marginal to in�nite volume ES measure. Then ΠS is a linear isomor-
phism.

Proof. A direct proof of this theorem can be found in [7].

16 Application - Ising model with power law

decay external �eld

In this section we apply the results above obtained to prove the uniqueness
of the Gibbs measures, at any positive temperature, for the Ising model in
L ≡ (Zd,Ed), where Ed is the set of the nearest neighbors in the d-dimensional
hypercubic lattice, with the Halmiltonian given by

H µ,Ising
hhh,V (σ) ≡ −

∑
i,j∈V
{i,j}∈E

J σiσj −
∑
i∈V

hi σi −
∑

i∈V, j∈∂V
{i,j}∈E

J σiµj, (50)

where α > 0 and h∗ > 0 and

hi =


h∗

‖i‖α , if i 6= 0;

h∗, if i = 0.
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From now on, we write G Spin
β instead of G Spin to make clear its dependence

on the inverse temperature.
By Proposition 1, it follows that the set G Spin

β (de�ned in the last section)

is precisely G Potts
2β (JJJ,hhh) = G Ising

β (JJJ,hhh), the set of the Gibbs measures of the
above Ising model, if we take in the Hamiltonian (49) q = 2 and the magnetic
�eld given by

ĥ̂ĥh =
(
(hi,1, hi,2) ∈ R2 : h∗/‖i‖α = hi,1 = −hi,2, ∀i ∈ V

)
.

In order to apply the previous results to study the uniqueness of this Ising
model with magnetic �eld decaying to zero with polynomial rate 0 6 α < 1,
we will consider in this section the GRC model de�ned in (12) with q = 2,

the constants qp ≡ 1 and the magnetic �eld ĥ̂ĥh as above.
In [8] the authors proved that for any α ∈ [0, 1) there is a positive inverse

temperature βα < +∞ so that, for any β > 0 such that βα < β, the set of
the Gibbs measures for the Ising model de�ned by (50) is a singleton. By the
Dobrushin Uniqueness Theorem, we know that for any β < 1/(2dJ) the set
of Gibbs measures for this Ising model at these inverse temperatures is also
singleton. In the reference [8] it was conjectured that the set of the Gibbs
measures for this model with α ∈ [0, 1) is a singleton for any β > 0. In this
work we settle this conjecture.

Figure 3: Uniqueness and non-uniqueness interval for the ferromagnetic Ising

model with magnetic �eld hi = h∗/‖i‖α.

Suppose that

βc(JJJ, ĥ̂ĥh) ≡ inf{β > 0 : P∞(β,JJJ, ĥ̂ĥh) > 0} = +∞.

In this case, it follows from Item (ii) of Theorem 11 that for any β > 0 we
have |G ES

β | = 1. By Theorem 12 we get that |G Spin
β | = 1.

Suppose that βc(JJJ, ĥ̂ĥh) < +∞. By using once more Item (ii) of Theorem

11, we obtain the uniqueness for β < βc(JJJ, ĥ̂ĥh), that is, |G Spin
β | = 1 for such

values of β. If β > max{βα, βc(JJJ, ĥ̂ĥh)} it was proved in [8] that |G Spin
β | = 1.

We claim that P̃∞(β, J, ĥ̂ĥh) ≡ 0 for any β > 0. Indeed, take β > βα if

P̃∞(β, J, ĥ̂ĥh) > 0, so by Item (iv) of Theorem 11 we have at least two ES
Gibbs measures and by Theorem 12 two Gibbs measures for the Ising model
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(50) which contradicts [8]. Therefore P̃∞(β, J, ĥ̂ĥh) = 0 whenever β > βα.

Since the mapping β 7→ P̃∞(β, J, ĥ̂ĥh) is increasing, the claim follows.

From Item (v) we have for any β > βc(JJJ, ĥ̂ĥh) that P∞(β, J, ĥ̂ĥh) > 0 and

P̃∞(β, J, ĥ̂ĥh) > 0, but this contradicts the above claim. Therefore we have

proved that for any α ∈ [0, 1) that βc(JJJ, ĥ̂ĥh) = +∞, which implies by Theorem
11 that |G Spin

β | = 1 for any β > 0.
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