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#### Abstract

In this paper we study spectral triples and non-commutative expectations associated to expanding and weakly expanding maps. In order to do so, we generalize the Perron-Frobenius-Ruelle theorem and obtain a polynomial decay of the operator, which allows to prove differentiability of a dynamically defined $\zeta$-function at its critical parameter. We then generalize Sharp's construction of spectral triples to this setting and provide criteria when the associated spectral metric is non-degenerate and when the non-commutative expectation of the spectral triple is colinear to the integration with respect to the associated equilibrium state from thermodynamic formalism. Due to our general setting, we are able to simultaneously analyse expanding maps on manifolds or connected fractals, subshifts of finite type as well as the Dyson model from statistical physics, which underlines the unifying character of noncommutative geometry. Furthermore, we derive an explicit representation of the $\zeta$-function associated to a particular class of pathological continuous potentials, giving rise to examples where the representation as a non-commutative expectation via the associated zeta function holds, and others where it does not hold.


## 1. Introduction

This paper aims to provide a further contribution to the relation between theormodynamic formalism and ideias from noncommutative geometry. More specifically, we are interested in a noncommutative representation of Gibbs measures and the underlying mechanisms from thermodynamic formalism.

The starting point of our investigations are the works by Richard Sharp [Sha12 Sha16. In there, Sharp shows, among other things, that Gibbs Measures, appearing in the context of Thermodynamic Formalism and conformal graph directed Markov systems, can be recovered from suitable spectral triples and Dixmier traces. These are important mathematical objects in noncommutative geometry, where certain geometric spaces are analyzed by using operator and $C^{*}$-algebras (see [Con85 Con94]. Although this theory has a geometric origin, there has been considerable interest in finding examples where the $C^{*}$-algebra is the space of continuous functions on suitable subspaces of infinite cartesian products, sometimes called Cantor sets. The first examples were given by Connes in Con85 Con89 Con94 and in the last decades, this subject has attracted some attention, see for example, [CI06, JKS15, JP16, KLS13, KS13, PB09 Sha12, Sha16, Whi13 and references therein. These works concern not just Cantor sets, but also hyperbolic dynamics, directed Markov systems, IFSs and symbolic dynamics.

Connes showed that spectral triples can be used to define a pseudo-metric on the state space of the associated $C^{*}$-algebra. The way this pseudo-metric is defined is analogous to the Wasserstein distance (or Monge-Kantorovitch metric) and some general conditions ensuring that this pseudometric is indeed a metric were obtained independently by Pavlović and Rieffel (see [Pav98 Rie98]). Kesseböhmer and Samuel studied metric aspects of this theory in [KS13, following [CI06], but in

[^0]the context of Gibbs measures. They proved that Connes' pseudo-metric is actually a metric that induces the weak-*-topology on the space of Borel probability measures on certain subshifts of finite type. Several other geometric aspects of the spectral triples associated to Gibbs measure of Hölder potentials are studied in [KS13]. For example, they compute the dimension of their spectral triples, and show that the noncommutative volume constant is given by the inverse of KolmogorovSinai entropy of the Gibbs measure. This fact was established by showing that the Gibbs measure associated to a Hölder potential admits a Dixmier trace representation, which leads to an identity similar to [1], but without the factor two. One important ingredient in their proof is the existence of a Haar basis for the $L^{2}$ space of a Gibbs measure.

In here, we focus one these questions associated to a class of weakly expanding maps, which allows to simultaneously study subshifts of finite type, expanding local diffeomorphisms, some connected fractal sets like the Sierpinski gasket or weakly expanding maps like the Manneville-Pomeau family at the same time. This class is defined as follows and is a weakly expansive version of the class of expanding maps defined in Rue89.

Definition 1.1 (Ruelle expansive). Assume that $(\Omega, d)$ is a compact metric space of diameter 1 , that $r>0$ and that $\left(c_{n}:[0,1] \rightarrow[0, \infty)\right)$ is a sequence of functions such that $c_{n}(0)=0, t \mapsto c_{n}(t)$ is strictly increasing for all $n \in \mathbb{N}, n \mapsto c_{n}(t)$ is decreasing and $\lim _{n \rightarrow \infty} c_{n}(t)=0$ for all $t \in[0,1]$. We then refer to $T: X \rightarrow X$ as $(c, r)$-Ruelle expansive if for all $n \in \mathbb{N}, x, y, \tilde{x} \in \Omega$ with $d(x, y)<r$ and $T(\tilde{x})^{n}=x$, there exists a unique $\tilde{y} \in \Omega$ with $T^{n}(\tilde{y})=y$ and

$$
d\left(T^{k}(\tilde{x}), T^{k}(\tilde{y})\right) \leq c_{n-k}(d(x, y)) \quad \forall k=0,1, \ldots, n .
$$

A standard example for elements in this class are open maps which uniformly expand distances by $\lambda \in(0,1)$ as the unicity of the preimage is a consequence of the openness whereas the uniform expansion guarantees that $c_{n}(t) \ll t \lambda^{-n}$. A further example is the class of Manneville-Pomeau maps as introduced in LSV99]. In this case, it is shown in Example 2.3 below that $c_{n}(t) \ll\left(n+t^{-\delta}\right)^{-1 / \delta}$.

For a given function $J: \Omega \rightarrow(0,1)$, we are now interested in establishing a differential calculus on $\Omega$ with respect to the potential $\log J$ by following ideias from noncommutative geometry. This is of special relevance as, among other things, the theory of noncommutative geometry aims to unify the differential calculus for smooth and fractal spaces in terms of their $C^{*}$-algebras. This unifying object, referred to as spectral triple, is defined as follows.

Definition 1.2. A spectral triple is an ordered triple $(A, H, D)$, where
(1) $H$ is a Hilbert space;
(2) $A$ is a $C^{*}$-algebra and there exists a faithful representation $a \rightarrow L_{a}$ from $A$ to the bounded operators of $H$;
(3) $D$ is an essentially self-adjoint unbounded linear operator on $H$ with compact resolvent such that $\left\{a \in A:\left\|\left[D, L_{a}\right]\right\|<+\infty\right\}$ is dense in $A$. In here, $\left[D, L_{a}\right]$ refers to the commutator operator and $D$ is called Dirac operator.

Observe that a spectral triple a priori is not of dynamical nature as $D$ is a differential operator and [ $D, L_{a}$ ] might be seen as a noncommutative version of the derivative of $a$ (for a list of examples, see [Sam10] and Remark 3.2 below). Furthermore, each spectral triple gives rise to a pseudo-metric on the set of states of $A$, known as spectral metric or Connes' metric (cf. Section3.2).

On the other hand, the relation of the Dirac operator to thermodynamical formalism is revealed by the representation of the Dixmier trace of $L_{a}|D|^{-1}$ as the integral with respect to the equilibrium state of $\log J$. Recall that the Dixmier trace of a compact operator $B$ is given by, provided that the limit exists,

$$
\operatorname{Tr}_{\omega}(B)=\lim _{n \rightarrow \infty} \frac{1}{\log (n)} \sum_{k=1}^{n} \beta_{k},
$$

where $\beta_{k}$ are the eigenvalues of the compact operator $|B|=\sqrt{B^{*} B}$ in descending order. Note that operators with this property are referred to as measurable and that $\operatorname{Tr}_{\omega}(B)$ is also known as the noncommutative expectation of $B$.

We now present our main results and relate them to the state of art. In Section 2 we provide the necessary results on the asymptotic behaviour of the action of the Ruelle operator, defined by

$$
\mathscr{L}_{a}(f)(x)=\sum_{y \in T^{-1}(x)} e^{a(y)} f(y),
$$

on a suitable function space. Namely, we obtain polynomial contraction rates of $\mathscr{L}_{a}^{n}$ towards a limiting distribution if either $c_{n}(t) \ll \lambda^{-n}(t)$ and $a$ is of weak regularity or $c_{n}(t)$ decays polynomially and $a$ is Hölder. As these results are new, without doubt of independent interest and refine recent results by Kloeckner in Klo, we now state a simplified version of the main result of this first part.

In order to do so, we have to introduce a version of weak, but uniform regularity. That is, we refer to $f: \Omega \rightarrow \mathbb{R}$ as $\omega_{\alpha, \beta \log \text {-Hölder continuous if there is } \operatorname{Höl}_{\omega_{\alpha, \beta \log }}(f)>0 \text { with }}$

$$
|f(x)-f(y)| \leq \operatorname{Höl}_{\omega_{\alpha, \beta \log }}(f) \frac{C(d(x, y))^{\alpha}}{\left(\log t_{0}-\log d(x, y)\right)^{\beta}}
$$

for some fixed $t_{0} \geq 1$. In particular, $\omega_{\alpha, 0 \log }$-Hölder continuity coincides with the classical $\alpha$-Hölder continuity, whereas $\omega_{0, \beta l o g}$-Hölder continuous functions are less regular.

Now assume that $T$ either is Ruelle expanding and $a$ is $\omega_{0, \beta \log }$-Hölder continuous for some $\beta>1$, or that $T$ is Ruelle expansive with contraction rate $\left(t^{-1 / \beta}+n\right)^{-\beta}$ for some $\beta>1$ and $a$ is $\omega_{\alpha, 0 l o g}{ }^{-}$ Hölder continuous. In the first case, set $\gamma:=\beta-1$, and in the second $\gamma:=\alpha \beta-1$. In this situation, we obtain the following result (see Corollary 2.10 .
Theorem. Assume that $T$ is topologically mixing, that $\gamma>0$ and that $\mathscr{L}_{a}(\mathbf{1})=\mathbf{1}$. Then there exists a probability measure $\mu$ such that for any Lipschitz continuous function $f: \Omega \rightarrow \mathbb{R}$ and $n \in \mathbb{N}$, $\| \mathscr{L}_{a}^{n}(f)$ $\mu(f) \|_{\infty} \leq \operatorname{CLip}(f) n^{\gamma}$.

It is worth noting here that the proof is not based on spectral methods. A hint to this observation is the simple fact that $\mathscr{L}_{a}(f)$ in our setting is not necessarily Lipschitz continuous. Namely, the method of proof is based on ideas from optimal transport (cf. Theorem 2.5) and allows to obtain a complete description on the asymptotic behaviour of $\mathscr{L}_{a}^{n}$. That is, if $\mathscr{L}_{a}(\mathbf{1})=\mathbf{1}$ not necessarily is satisfied, we obtain polynomial convergence to the conformal measure (Corollary 2.12 and Hölder continuity of equilibrium states, conformal measures, eigenfunctions and leading eigenvalues with respect $a$ (Theorem 2.13). Moreover, we also would like to point out that the method of proof is different than the one in Klo and does not make use of half-times.

In Section 3 we then adapt the approach by Sharp in [Sha12] and construct a spectral triple for Ruelle expanding maps and a given continuous function $J$ (see Proposition 3.1. By regarding a specific example on the torus, it then becomes obvious that this spectral triple is a classical directional derivative and that its spectral metric is degenerated (see Remark 3.2. However, by considering a direct sum of these spectral triples and provided that the potential $J$ reflects the metric structure of $\Omega$, we then obtain in Theorems 3.4 and 3.6 that the spectral metric associated to this new spectral triple in fact is Lipschitz equivalent to the Wasserstein metric on probability measures on $\Omega$. Finally, we then show how to apply this result to the Sierpinski gasket (see Subsection 3.4.

Thereafter, in Section 4 , we then discuss the relation of these operators to thermodynamic formalism through the Diximer trace $\operatorname{Tr}_{\omega}$ of $L_{a}|D|^{-1}$. Here, we want to point out that there are several constructions of spectral triples in the literature associated to iterated functions systems based upon the prior definition of a $C^{*}$-algebra ( $(\mathbf{C I 0 6}$ CIL08, Sam10 KS13) as well as the direct construction by Sharp ( $\overline{\text { Shal2] }}$ ) for subshifts of finite type. Moreover, independent of the construction of the spectral triple, it was shown by several authors (see [CIL08, Sam10, Sha12, KS13]) that the noncommutative expectation satisfies

$$
\begin{equation*}
\operatorname{Tr}_{\omega}\left(L_{a}|D|^{-1}\right)=\frac{1}{\mathfrak{h}(\mu)} \int_{\Omega} a d \mu, \tag{1}
\end{equation*}
$$

where $\mu$ refers to the equilibrium state associated to the Hölder continuous potential $\log J$ and $\mathfrak{h}(\mu)$ to its the Kolmogorov-Sinai entropy. In here, our results in Section 2 allow us to push these results to spectral triples associated to Ruelle expansive maps and potentials of lower regularity. That is, we show in Theorem 4.1 that, up to a factor the identity in (1) holds for either Ruelle expanding maps and potentials of lower regularity or Ruelle expansive maps and Hölder potentials. In fact, we show more. Namely, we only require that $\gamma>0$ and, in particular, that the underlying potential is not necessarily normalized. However, this requires to add additional terms (see Theorem 1.2). The
mechanism behind the proof of this identity is an application of a version of the Hardy-Littlewood Tauberian theorem (cf. Th. 4.4). Namely, Theorem 4.1]becomes a corollary of the differentiability of a dynamically defined $\zeta$-function at a critical parameter $\rho$ (see Lemma4.5. In other words, one has to show that

$$
\lim _{s \rightarrow \rho^{+}}(s-\rho) \sum_{k=0}^{\infty} \mathscr{L}_{s a}^{k}(f)(x)=\frac{h_{\rho a}(x)}{\mathfrak{h}\left(\mu_{\rho a}\right)} \int_{\Omega} f d m_{\rho a},
$$

which is equivalent in showing that the conformal measure $m_{s}$ associated to $J^{s}$ varies continuously at $s=\rho$. Among other things, the lack of results in this generality in the literature lead us to investigate the asymptotical behaviour of $\mathscr{L}_{a}^{n}$ in Section 2 as the iterates of its dual provide access to the regularity of $\mu_{s}$ as a function of $s$.

In the subsequent section, we then present applications, examples and counterexamples. We begin with a brief discussion of the relation between the Dixmier trace representation, the construction of spectral triples and the topological dimension of $\Omega$. In particular, it turns out that in the totally disconnected case, it is possible to construct spectral triples, whose spectral metric is a metric and which comes with a Dixmier trace representation with respect to the same exponent. However, in case of a connected space, this seems to be impossible. After that, we consider a specific potential function $\Phi$ associated with the Dyson model of ferromagnetism (cf. [Dys69, Dys71]). It turns out that $\Phi$ is a natural example for an application of the above contraction result, but also shows a very different behaviour than the one known from conformal dynamics as its pressure function is strictly positive and increasing (cf. Lemma 5.1. In particular, in order to obtain a spectral triple with a thermodynamic representation of the Dixmier trace, it is necessary to consider potentials of the form $\Phi-t$, for $t>\max \Phi$ (cf. Proposition5.3. After that, we present in Section 5 examples within the Walters family of potentials defined on $\Omega$ (see Wal07) whose dynamical $\zeta$-functions are differentiable or non-differentiable at the critical parameter. We are also able to present explicit expressions for the associated zeta functions.

In Sections 6 and 7 we then show how to transfer these results to topological Markov chains and Hölder continuous potentials and give some remarks on the difficulty in the context of uncountable alphabets. In the Appendices, we present explicit computations for the zeta function of potentials in Walters' family (AppendixA) as well as a short discussion of the construction of a spectral triple in [KS13] in Appendix B and an explicit representation for the equilibrium states (Appendix B.1). The latter is of interest as this allows to obtain an explicit representations of the Dirac operator defined in KS13.

## 2. ASYMPTOTICS OF RUELLE'S OPERATOR

In this section we describe the asymptotic behaviour of Ruelle's operator and derive a stability result which will turn out to be essential for the representation of the Dixmier trace as an integral. The main tool for revealing the asymptotics of the Ruelle operator is the construction of a coupling which depends on the interplay between the contraction properties of $T$ with the regularity of the potential function. As mentioned above, we are also interested in Ruelle expansive maps, which have weaker contraction properties and whose definition is repeated for convenience.

Definition 2.1 (Ruelle expansive). Assume that $(\Omega, d)$ is a compact metric space of diameter 1 , that $r>0$ and that $\left(c_{n}:[0,1] \rightarrow[0, \infty)\right)$ is a sequence if functions such that $c_{n}(0)=0, t \mapsto c_{n}(t)$ is strictly increasing for all $n \in \mathbb{N}, n \mapsto c_{n}(t)$ is decreasing and $\lim _{n \rightarrow \infty} c_{n}(t)=0$ for all $t \in[0,1]$. We then refer the map $T: X \rightarrow X$ as $(c, r)$-Ruelle expansive if for all $n \in \mathbb{N}, x, y, \tilde{x} \in \Omega$ with $d(x, y)<r$ and $T(\tilde{x})^{n}=x$, there exists a unique $\tilde{y} \in \Omega$ with $T^{n}(\tilde{y})=y$ and

$$
d\left(T^{k}(\tilde{x}), T^{k}(\tilde{y})\right) \leq c_{n-k}(d(x, y)) \quad \forall k=0,1, \ldots, n
$$

As a first consequence of the definition, observe that $T^{n}$ is a local homeomorphism with inverse

$$
\tau_{\tilde{x}}: B(x, r) \rightarrow X, y \mapsto \tilde{y}
$$

where $T^{n}(\tilde{x})=x, \tilde{y}$ is given by expansiveness and $B(x, r)$ is the open ball of radius $r$ with center $x$. Furthermore, $d\left(\tau_{\tilde{x}}(y), \tau_{\tilde{x}}\left(y^{\prime}\right)\right) \leq c_{n}\left(d\left(y, y^{\prime}\right)\right)$.

We now introduce some notation. We will write $a \approx b$ and $a \ll b$ whenever there exists $C \leq 1$ such that $C^{-1} b \leq a \leq C b$ and $a \leq C b$, respectively. Moreover, we will refer to $C$ as the implicit constant in the estimate.

Example 2.2. We now recall the definition of expanding maps from [Rue89]. That is, for a compact metric space $(\Omega, d)$, the map $T: \Omega \rightarrow \Omega$ is $(\lambda, r)$-Ruelle-expanding if for any $x, y, \tilde{x} \in \Omega$ with $d(x, y)<r$ and $T(\tilde{x})=x$, there exists a unique $\tilde{y} \in \Omega$ with $T(\tilde{y})=y$ and $d(\tilde{x}, \tilde{y})<a$. Furthermore, $d(\tilde{x}, \tilde{y}) \leq$ $\lambda d(x, y)$.

We now remark that it easily can be shown that $T^{n}$ is Ruelle-expanding with parameters ( $\lambda^{n}, r$ ). Or in other words, $T$ is Ruelle expansive with contraction rate $c_{n}(t)=t \lambda^{n}$. The relevance of this definition stems from the simple fact that subshifts of finite type as well as expanding, local diffeomorphisms on closed manifolds are in this class, and that the preimage structure allows, in general, allows to avoid the construction of Markov partitions. For an example defined on the Sierpinski gasket, see section 3.4

Example 2.3. On the other hand, the family of Pomeau-Manneville maps as defined in LSV99 provides examples of Ruelle expansive maps which are not Ruelle expanding. Recall that this family is defined by, for $0<\delta<1$,

$$
T:[0,1] \rightarrow[0,1], x \mapsto \begin{cases}x\left(1+(2 x)^{\delta}\right) & : x \in[0,1 / 2] \\ 2 x-1 & : x \in(1 / 2,1]\end{cases}
$$

In order to show that $T$ is Ruelle expanding, note that for $x \in[1 / 2,1]$, the $n$-th inverse branch towards the neutral fixed point in 0 satisfies $x_{n}=n^{-1 / \delta}$ (see, e.g. [Sar02]). Therefore, if $x \in(0,1 / 2)$ is of distance of order $k^{-1 / \delta}$, then its $n$-th inverse branch towards 0 is of order $(n+k)^{-1 / \delta}$. By identifying 0 and 1 , one then obtains a continuous map on the circle which is expansive with respect to $c_{n}(t)=$ $\left(n+t^{-\delta}\right)^{-1 / \delta}$.

The next ingredient is a control of the regularity of the potential through its modulus of continuity as defined in Klo. A function $\omega:[0,1] \rightarrow[0, \infty)$ is referred to as a modulus of continuity if $\omega$ is a continuous, increasing and concave function such that $\omega(0)=0$. One then refers to $f: \Omega \rightarrow \mathbb{R}$ as $\omega$-Hölder if there is $C_{f}>0$ with

$$
|f(x)-f(y)| \leq C_{f} \omega(d(x, y)) \quad \forall x, y \in \Omega .
$$

For example, if $\omega(t):=t^{\alpha}$ for $\alpha \in(0,1]$, then the $\omega$-Hölder property corresponds to the classical $\alpha$ Hölder property. However, as we are also interested in potentials of lower regularity, we will consider functions with a modulus of continuity of the form, as introduced in Klo,

$$
\omega_{\alpha, \beta \log }(t)=\frac{C t^{\alpha}}{\left(\log t_{0}-\log t\right)^{\beta}}
$$

for $C, \alpha, \beta>0$ and $t_{0}$ sufficiently large such that $\omega_{\alpha, \beta \log }$ is concave on $[0,1]$. We now analyse the interplay between the contraction and $\omega_{\alpha, \beta \log }$ with respect to the Birkhoff sum

$$
a_{n}:=a+a \circ T+\cdots+a \circ T^{n-1}
$$

for $a: \Omega \rightarrow \mathbb{R}$ and $n \in \mathbb{N}$. As we have to show that the thermodynamical quantities are continuous with respect to perturbations of $a$, we now take special care of constants which depend on $a$. If $T$ is Ruelle expanding (that is, $c_{n}(t) \leq D s^{n} t$ for some $\left.s \in(0,1)\right)$ and $a$ is $\omega_{0, \beta \log }$-Hölder with $\beta>1$, then, for $x, y$ with $d(x, y)<r$ and $\tilde{x} \in T^{-n}(\{x\})$ and $\tilde{y}:=\tau_{\tilde{x}}(y)$,

$$
\begin{align*}
\left|a_{n}(\tilde{x})-a_{n}(\tilde{y})\right| & \leq C_{a} \sum_{j=1}^{n} \omega_{0, \beta \log \left(c_{j}(d(x, y))\right)}  \tag{2}\\
& \leq C_{a} \sum_{j=1}^{n} \frac{C}{\left.\left(\log \left(t_{0} / D\right)+\mid \log d(x, y)\right)|+j| \log s \mid\right)^{\beta}} \\
& \leq \frac{C_{a}}{\beta|\log s|} \frac{C}{\left.\left(\log \left(t_{0} / D\right)+|\log s|-\log d(x, y)\right)\right)^{\beta-1}} \\
& \ll C_{a} \omega_{0,(\beta-1) \log (d(x, y)),}
\end{align*}
$$

where the implicit constant in << only depends on $D$ and $s$. On the other hand, if $c_{n}(t) \leq D t(1+$ $\left.n t^{1 / \beta}\right)^{-\beta}$ and $a$ is $\omega_{\alpha, 0 l o g}$-Hölder for some $\alpha, \beta>0$ with $\alpha>1 / \beta$, then

$$
\begin{align*}
\left|a_{n}(\tilde{x})-a_{n}(\tilde{y})\right| & \leq \sum_{j=1}^{n} C_{a} D^{\alpha} d(x, y)^{\alpha}\left(1+j(d(x, y))^{1 / \beta}\right)^{-\alpha \beta} \\
& \leq \frac{C_{a} D^{\alpha}}{\alpha \beta-1} d(x, y)^{\alpha-1 / \beta} \ll C_{a} \omega_{\alpha-1 / \beta, 0 \log }(d(x, y)), \tag{3}
\end{align*}
$$

where the implicit constant in << only depends on $D, \alpha$ and $\beta$. In particular, it follows under both hypotheses that, for $x, y \in \Omega$ with $d(x, y)<r$,

$$
\begin{aligned}
\left|\frac{\mathscr{L}_{a}^{n}(1)(x)}{\mathscr{L}_{a}^{n}(1)(y)}-1\right| & \leq \frac{1}{\mathscr{L}_{a}^{n}(1)(y)} \sum_{T^{n}(\tilde{x})=x}\left|e^{a_{n}(\tilde{x})}-e^{a_{n}\left(\tau_{\tilde{x}}(y)\right)}\right| \\
& \leq \sup _{T^{n}(\tilde{x})=x}\left|e^{a_{n}(\tilde{x})-a_{n}\left(\tau_{\tilde{x})}(y)\right)}-1\right| \\
& \ll\left(e^{C_{a}}-1\right) \begin{cases}\omega_{0,(\beta-1) \log }(d(x, y)) & : T \text { expanding } \\
\omega_{\alpha-1 / \beta, 0 \log }(d(x, y)) & : T \text { expansive. }\end{cases}
\end{aligned}
$$

In particular, $\mathscr{L}_{a}^{n}(1)(x)=\mathscr{L}_{a}^{n}(1)(y)$, provided that $d(x, y)<r$. In order to extend this estimate to any $x, y \in \Omega$, we recall that $T$ is called topologically mixing if for all open sets $U, V \subset \Omega$ there exists $k \in \mathbb{N}$ such that $T^{-n}(U) \cap V \neq \varnothing$ for all $n>k$. In particular, as the inverse branches of $T$ contract with rate $c_{n}$, it follows that there exists $p \in \mathbb{N}$ such that for each pair $x, y$, there exists at least one element in $T^{-p}(\{x\})$ which has at most distance $r$ to $y$. Hence, it follows for $n \geq 0$ and $\mathfrak{m}_{k}:=\max _{x} \operatorname{card}\left(T^{-p}(\{x\})\right)$ that

$$
\begin{aligned}
e^{p \min a} \mathscr{L}_{a}^{n}(1)(y) & \leq e^{C_{a}} \mathscr{L}_{a}^{n+p}(1)(x) \leq e^{C_{a}}\left\|\mathscr{L}_{a}^{p}(1)\right\|_{\infty} \mathscr{L}_{a}^{n}(1)(x) \\
& \leq e^{C_{a}} e^{k_{0} \max a_{2}} \mathfrak{m}_{p} \mathscr{L}_{a}^{n}(1)(x)
\end{aligned}
$$

As $a$ is $\omega$-Hölder and the $\omega$-diameter of $\Omega$ is smaller than 1 , we obtain that

$$
\mathscr{L}_{a}^{n}(1)(x) \leq e^{\left(k_{0}+1\right) C_{a}} \mathfrak{m}_{k_{0}} \mathscr{L}_{a}^{n}(1)(y)
$$

for all $x, y \in \Omega$ and $n \in \mathbb{N}$. Observe that this implies that the limit

$$
\rho_{a}:=\lim _{n \rightarrow \infty} \sqrt[n]{\mathscr{L}_{a}^{n}(1)(x)}
$$

exists by almost submultiplicativity and is independent of $x$.
A first corollary of these estimates is the following result. As the proof of Proposition 3.1 in KLS15 applies in verbatim, we do not give the proof in here.

Proposition 2.4. Assume that $T$ is a topological mixing and Ruelle expansive map.
(1) If $c_{n}(t) \ll s^{n} t$ for some $s \in(0,1)$ and $a$ is $\omega_{0, \beta l o g}$-Hölder continuous for some $\beta>1$, then
 $\mathscr{L}_{a}\left(h_{a}\right)=\rho_{a} h_{a}$.
(2) If $c_{n}(t) \ll t\left(1+n t^{1 / \beta}\right)^{-\beta}$ and a is $\omega_{\alpha, 0 l o g-H o ̈ l d e r ~ c o n t i n u o u s ~ f o r ~ s o m e ~} \alpha, \beta>0$ with $\alpha>1 / \beta$, then there exists a $\omega_{\alpha-1 / \beta, 0 \log -H o ̈ l d e r ~ c o n t i n u o u s, ~ s t r i c t l y ~ p o s i t i v e ~ f u n c t i o n ~}^{h_{a}}: \Omega \rightarrow \mathbb{R}$ such that $\mathscr{L}_{a}\left(h_{a}\right)=\rho_{a} h_{a}$.
Moreover, if $C_{a}$ refers to the $\omega$-Hölder coefficient of $a$, we have in both cases with respect to implicit constants only depending on $T$ that $h_{a}(x) / h_{a}(y) \ll e^{p C_{a}}$ for all $x, y \in \Omega$. Moreover, if $d(x, y)<r$, then $\left|h_{a}(x) / h_{a}(y)-1\right| \ll e^{C_{a}} \omega^{\dagger}(d(x, y))$, where $\omega^{\dagger}=\omega_{0,(\beta-1) \log }$ in the first and $\omega^{\dagger}=\omega_{\alpha-1 / \beta, 0 \log }$ in the second case.

As an immediate application of Proposition 2.4 one obtains that $\mathscr{L}_{a}^{n}(1)$ behaves asymptotically like $\rho_{a}^{n}$ as $\mathscr{L}_{a}^{n}(1)=e^{ \pm p C_{a}} \mathscr{L}_{a}^{n}\left(h_{a}\right)=e^{ \pm p C_{a}} \rho_{a}^{n} h$. Moreover, for $\rho_{a}$ and $h_{a}$ as above, it follows for $\bar{a}:=$ $a+\log h-\log h \circ T-\log \rho_{a}$ that

$$
\mathscr{L}_{\bar{a}}^{n}(f)=\rho^{-n} \mathscr{L}_{a}^{n}\left(f h / h \circ T^{n}\right)=\frac{\mathscr{L}_{a}^{n}(f h)}{\rho_{a}^{n} h}
$$

for any $f: \omega \rightarrow[0, \infty)$ and $n \in \mathbb{N}$. In particular, $\mathscr{L}_{\bar{a}}(1)=1$. Or in other words, $\bar{a}$ is a normalized potential.

We now employ $\bar{a}$ in order to define a sequence of probabilities on $\Omega$ by

$$
m_{x}^{n}:=\sum_{T^{n}(z)=x} e^{\bar{a}_{n}} \delta_{z}=\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}\left(\delta_{x}\right)
$$

where $\delta_{z}$ refers to the Dirac measure support on $z \in \Omega$ and $\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}$ to the dual of the action of $\mathscr{L} \frac{n}{a}$ on the space of continuous functions. Note that $m_{x}^{n}(\Omega)=1$ as $\bar{a}$ is normalized. In order to determine the asymptotics and the dependence on $x \in \Omega$ we now make use of couplings. Recall that a probability measure $P$ on $\Omega \times \Omega$ is referred to as a coupling of the probabilities $m_{1}, m_{2}$ on $\Omega$ if $m_{i}=\pi_{i}^{*}(P)$ where $\pi_{i}$ is the canonical projection on the $i$-th coordinate and $\pi_{i}^{*}$ the corresponding action on measures. Furthermore, for a $\omega$-Hölder continuous function $f$, we write $\|f\|_{\omega}:=\|f\|_{\infty}+\operatorname{Höl}_{\omega}(f)$, for

$$
\operatorname{Höl}_{\omega}(f)=\sup \{|f(x)-f(y)| / \omega(d(x, y)): 0<d(x, y)<r\} .
$$

We now construct couplings of $m_{x}^{n}$ and $m_{x}^{n}$ which show a polynomial contraction. Moreover, we take special care on the continuity of the involved constants with respect to $\|a\|_{\omega}$.

Theorem 2.5. Assume that $T$ is a Ruelle expansive and topologically mixing map of the compact metric space $(\Omega, d)$ of diameter 1 and that a is $\omega$-Hölder continuous.
(1) Assume that $c_{n}(t) \ll s^{n} t$ for some $s \in(0,1)$ and that $\omega=\omega_{0, \beta l o g}$ for some $\beta>1$. Then there exists $\kappa_{a} \geq 1$ depending on $a$ and $T$ such that for any $n>0$ there exists a a coupling $P_{x, y}^{n}$ of $m_{x}^{n}$ and $m_{y}^{n}$ such that

$$
\int d(z, \tilde{z}) d P_{x, y}^{n}(z, \tilde{z}) \leq \kappa_{a} n^{1-\beta}
$$

If $\beta>2$ then there exist $\Delta_{0}, n_{0} \geq 1$ depending on $a$, and $\kappa$ depending on $T$ and $\beta$ such that for all $x, y \in \Omega, t \geq d(x, y), \Delta_{t}:=\Delta_{0}+\log t / \log s$, the following holds. There exists a coupling of $P_{x, y}^{n}$ of $m_{x}^{n}$ and $m_{y}^{n}$ with

$$
\int d(\tilde{x}, \tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y}) \leq \kappa\left(\Delta_{t}+\frac{n}{2}\right)^{1-\beta},
$$

provided that $n \geq n_{0}$ and $n$ is sufficiently large such that $s^{n}\left(\Delta_{t}+n / 2\right)^{\beta-1} \leq 1$. Moreover, for $n \geq n_{0}$,

$$
\int \omega_{0, \beta-1 \log }(d(\tilde{x}, \tilde{y})) d P_{x, y}^{n}(\tilde{x}, \tilde{y}) \leq \kappa\left(\frac{\log d(x, y)}{\log s}+\frac{\Delta_{0}+n}{2}\right)^{1-\beta}
$$

(2) Assume that $c_{n}(t) \ll t\left(1+n t^{1 / \beta}\right)^{-\beta}$ and $\omega=\omega_{\alpha, 0 \log }$ for some $\alpha, \beta>0$ with $\alpha \beta>1$ and $\beta>1$. Then there exists $\kappa_{a} \geq 1$ depending on $a$ and $T$ such that for any $n>0$ there exists a a coupling $P_{x, y}^{n}$ of $m_{x}^{n}$ and $m_{y}^{n}$ such that

$$
\int d(z, \tilde{z}) d P_{x, y}^{n}(z, \tilde{z}) \leq \kappa_{a} n^{1-\alpha \beta}
$$

If, in addition, $\alpha \beta>2$ then there exist $\Delta_{0}, n_{0} \geq 1$ depending on a and $\kappa \geq 1$ depending on $T$ and $\alpha, \beta$ such that for all $x, y \in \Omega$, there exists a coupling $P_{x, y}^{n}$ of $m_{x}^{n}$ and $m_{y}^{n}$ such that for all $n \geq n_{0}$,

$$
\int d(\tilde{x}, \tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y}) \leq \kappa\left(d(x, y)^{-1 / \beta}+\frac{\Delta_{0}+n}{2}\right)^{1-\alpha \beta}
$$

Moreover, for $n \geq n_{0}$,

$$
\int \omega_{\alpha-1 / \beta, 0 \log }(d(\tilde{x}, \tilde{y})) d P_{x, y}^{n}(\tilde{x}, \tilde{y}) \leq \kappa\left(d(x, y)^{-1 / \beta}+\frac{\Delta_{0}+n}{2}\right)^{1-\alpha \beta}
$$

(3) In both cases, the constants $\kappa_{a}, \Delta_{0}$ and $n_{0}$ might be chosen in such way that they vary continuously in $\|a\|_{\omega}$.
Before giving the proof, we would add some remarks and observations to this theorem.
Remark 2.6. We did not include the case of an expanding map and Hölder continuous potentials, as this is Ruelle's Perron-Frobenius theorem as given, e.g., in Rue89. Recall that in this setting, the above decay is exponential. However, we would like to note that the method of proof given below also is applicable. In fact, it suffices to replace the term $\left(\Delta_{t}+n\right)^{-\gamma}$ by $t \lambda^{n}$ and apply basic estimates for the geometric series.

Remark 2.7. We also would like to include a comment on the different contraction results of Theorem 2.5. Firstly, if $1<\beta \leq 2$ in the expanding case or $1<\alpha \beta \leq 2$ in the expansive case, respectively, then we were only able to obtain a decay rate of $\int d(\tilde{x}, \tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y})$ which is independent of $d(x, y)$. Secondly, if $\beta>2$ or $\alpha \beta>2$, respectively, then the decay rate with respect to the modified distance $\omega . . \circ d$, that is of $\int \omega . . \circ d(\tilde{x}, \tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y})$ is a function of $n$ and $d(x, y)$. However, in case of an expanding map and weak regularity, the decay with respect to $d$, that is of $\int d(\tilde{x}, \tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y})$, only becomes effective after a certain waiting time, which also depends on $n$ and $d(x, y)$.

Note that these different types of decay have several interpretations in terms of the action of $\mathscr{L}_{a}$ on Lipschitz and $\omega$..-Hölder functions or in terms of the Wasserstein distance as defined below (Def. 2.9). For example, the asymptotics of $\mathscr{L}_{a}$ given in Corollaries 2.10 and 2.11 are immediate consequences of these two types of decay. In terms of Wasserstein distances, the first case provides us with a uniform decay of $W_{d}\left(\left(\mathscr{L}_{a}^{n}\right)^{*}\left(\mu_{1}\right),\left(\mathscr{L}_{a}^{n}\right)^{*}\left(\mu_{2}\right)\right)$ for arbitrary probability measures $\mu_{i}$. The second case then refines this result by providing decay and a modulus of continuity of the map $\mu \mapsto\left(\mathscr{L}_{a}^{n}\right)^{*}(\mu)$ with respect to $W_{\omega . . \circ d}$.

Unfortunately, the authors were not able to verify if it is possible to extend the stronger version of decay to all parameters. In this case, the transition at 2 only would be a consequence of our method of proof. However, a transition at this parameter is plausible as it corresponds to the known transition in the Manneville-Pomeau family for the parameter $\delta=1 / 2$. For the transition, we refer to [Gou04] whereas it follows from Remark 2.14 below, that $\delta<1 / 2$ corresponds to $\alpha \beta>2$.

Remark 2.8. Due to the similarity of the statements, we discuss the differences to results be Kloeckner in Klo. First of all, we point out that Kloeckner always requires that the potential $a$ is flat, that is the estimates (2) and (3) hold without the restriction that $d(x, y)<r$. However, it appears that this condition implies that $a$ is either constant or the map $T$ has full branches. Kloeckner then shows for example in Theorem E in there, that a for a flat, normalized and $\omega_{0, \beta l o g}$-Hölder potential with $\beta>1$ and a uniformly expanding map $T,\left\|\mathscr{L}_{a}^{n}(f)-\int f d \mu\right\|_{\infty} \ll n^{1-\beta}$, where $\mu$ is the unique $\left(\mathscr{L}_{a}\right)^{*}$-invariant measure.

In particular, Part (1) of Theorem 2.5 above is partially stronger as we only require a local version of flatness. That is, our result allows to include maps without full branches, like topologically mixing subshifts of finite type or the map defined in Section 3.4 Moreover, the method in here allows to obtain an estimate for the decay of $\int d(x, y) d P_{x_{1}, x_{2}}^{n}$ depending on $d\left(x_{1}, x_{2}\right)$ for $\beta>2$.

Furthermore, Theorem 2.5 also has analogies and applications to Theorem 4.1 in Klo. As we already discussed the expanding case above, we will focus on the expansive, polynomially decaying case. In there, for a given sequence of couplings $M_{x_{1}, x_{2}}^{n}$ of probability measures $m_{x_{i}}^{n}$ supported on $T^{-n}\left(\left\{x_{i}\right\}\right)$ and a flat and normalized potential $a$, Kloeckner constructs couplings $P_{x_{1}, x_{2}}^{n}$ of $\left(\mathscr{T}_{a}^{n}\right)^{*}\left(\delta_{x_{i}}\right)$, for $\mathscr{T}_{a}(f)(x):=\int f d m_{x}^{n}$ with the following property. If $\int d(x, y) d M_{x_{1}, x_{2}}^{n} \ll\left(n+d\left(x_{1}, x_{2}\right)^{-1 / \alpha}\right)^{-\alpha}$ for some $\alpha>0$, then $P_{x_{1}, x_{2}}^{n}$ shows the same decay. However, as $\mathscr{T}_{a}=\mathscr{L}_{\bar{a}}$, Theorem 2.5 also can be applied and gives the same result for $\alpha \beta>2$.

Finally, we also would like to remark that there is a problem with the proof of the main contraction result in [Klo as Lemma 2.14 in there does not hold. After pointing out this problem to Kloeckner, he provided a partial solution by imposing a stronger but still sufficiently weak hypothesis. However, due to global flatness, his results are not applicable in our setting.

Proof. In order to present the main argument for the contraction, we introduce the following objects and notations. First of all, observe that it follows from topological mixing and the uniform contraction of the inverse branches that there exists $p \in \mathbb{N}$ such that for any pair $U, V \in \mathscr{U}$, there exist $u, v \in \Omega$ with $T^{p}(u) \in U, T^{p}(\nu) \in V$ such that $\operatorname{diam}\left(\tau_{u}(U) \cup \tau_{v}(V)\right)<r$, where $\tau_{u}^{p}, \tau_{\nu}^{p}$ refer to the inverse branches of $T^{p}$ given by the orbits of $u, v$. For $x \in U$ and $y \in V$, we now define $u_{x, y}:=\tau_{u}(x)$ and $v_{x, y}:=\tau_{v}(y)$. As $d\left(u_{x, y}, v_{x, y}\right)<r$ it follows that for each $z$ with $T^{n}(z)=u_{x, y}, v_{x, y}$ is in the domain of $\tau_{z}^{n}$.

Moreover, we refer to a finite measure $Q$ on $\Omega^{2}$ as a subcoupling of two Borel probability measures $m_{1}, m_{2}$ on $\Omega$ if $\pi_{i}^{*}(Q)(A) \leq m_{i}(A)$ for all Borel sets $A$ and $i=1,2$. Finally, in order to keep the notation simple, we will use $\kappa$ for a constant which does not depend on $a$, and $\omega^{\dagger}$ for $\omega_{0,(\beta-1) \log }$ or $\omega_{\alpha-1 / \beta, 0 \log }$, depending on the application of (2) or (3), respectively.

STEP 1 . We begin with the construction of the underlying subcouplings. For $x, y \in \Omega$ and $k \geq p$, set $\varphi_{z_{1}, z_{2}}^{k}:=\min \left\{e^{\bar{a}_{k}\left(z_{i}\right)}: i=1,2\right\}$ and

$$
Q_{x, y}^{k, l}:= \begin{cases}\sum_{T^{k}(z)=x} \varphi_{z, \tau_{z}^{k}(y)}^{k} \delta_{z} \otimes \delta_{\tau_{z}^{k}(y)} & : d(x, y)<r, \\ \sum_{T^{k-p}(z)=u_{x, y}} \varphi_{z, \tau_{z}^{k-p}{ }_{\left(\nu_{x, y)}\right)}^{k}} \delta_{z} \otimes \delta_{\tau_{z}^{k-p}{ }_{\left(\nu_{x, y}\right)}} & : d(x, y) \geq r .\end{cases}
$$

Note that $z=\tau_{z}^{k}(x)$ in the first case and that $z=\tau_{z}^{k-p}\left(u_{x . y}\right)$ in the second case. In particular, there is a symmetry in the above definition by choosing preimages with respect to choosing the preimages of $x$ or $y$ and $u_{x . y}$ or $v_{x . y}$, respectively.

As $T$ is expansive, it follows in the first case, for $Q_{x, y}^{k}$-a.e. $z_{1}, z_{2}$, that $d\left(z_{1}, z_{2}\right) \leq c_{k}(d(x, y))$. By the same argument, one obtains for the second case that

$$
d\left(z_{1}, z_{2}\right) \leq c_{k-p}\left(d\left(u_{x, y}, v_{x, y}\right) \leq c_{k-p}(r) \leq c_{k-p}(d(x, y)) \ll c_{k}(d(x, y)),\right.
$$

where the implicit constant in the last estimate does not depend on $k$ as $p$ is fixed. That is, $d\left(z_{1}, z_{2}\right) \ll$ $c_{k}(d(x, y))$ for $Q_{x, y}^{k}$-a.e. $z_{1}, z_{2}$ and all $x, y \in \Omega$ and $k>p$.
STEP 2. We now determine $\pi_{i}^{*} Q_{x, y}^{k}$ and obtain lower bounds for $Q_{x, y}^{k}\left(\Omega^{2}\right)$. If $d(x, y)<r$, then the preimages of $x$ and $y$ come in pairs. Hence, it follows from (2), (3) and Proposition 2.4 for $f: \Omega \rightarrow$ $[0, \infty)$ that

$$
\begin{aligned}
0 & \leq \int f d m_{x}^{k}-\int f(\tilde{x}) d Q_{x, y}^{k}(\tilde{x}, \tilde{y})=\sum_{T^{k}(z)=x} f(z)\left(e^{\bar{a}_{k}(z)}-\varphi_{z, \tau_{z}^{k}(y)}^{k}\right) \\
& =\sum_{T^{k}(z)=x} f(z) e^{\bar{a}_{k}(z)}\left(1-\min _{t=z, \tau_{z}^{k}(y)} e^{\bar{a}_{k}(t)-\bar{a}_{k}(z)}\right) \\
& \leq \int f d m_{x}^{k}\left(1-e^{-\kappa C_{a} \omega^{\dagger}(d(x, y))}\left(1-\kappa e^{C_{a}} \omega^{\dagger}(d(x, y))\right)^{2}\right) \\
& \leq \int f d m_{x}^{k}\left(1-e^{-\kappa C_{a} \omega^{\dagger}(d(x, y))}+2 \kappa e^{C_{a}} \omega^{\dagger}(d(x, y))\right) \ll e^{\kappa C_{a}} \omega^{\dagger}(d(x, y)) .
\end{aligned}
$$

It follows now from the symmetry in the construction of $Q_{x, y}^{k}$ that the same estimate holds with respect to $m_{x}^{k}$. Hence, $Q_{x, y}^{k}$ is a subcoupling of $m_{x}^{k}$ and $m_{y}^{k}$. Furthermore, it follows from the above that

$$
0 \leq 1-Q_{x, y}^{k}\left(\Omega^{2}\right)=1-\int 1 d Q_{x, y}^{k} \ll e^{\kappa C_{a}} \omega^{\dagger}(d(x, y)) .
$$

Note that these estimates only are effective for $x, y$ close to each other. However, for $x, y$ in arbitrary position with $d(x, y)<r$, the estimates in (2), (3) imply that $Q_{x, y}^{k}\left(\Omega^{2}\right) \gg e^{-\kappa C_{a}}$.

If $d(x, y) \geq r$, then it follows from the same argument that $Q_{x, y}^{k}$ is a subcoupling of $m_{x}^{k}$ and $m_{y}^{k}$. Moreover, by (2), (3) and Proposition 2.4 .

$$
\begin{aligned}
Q_{x, y}^{k}\left(\Omega^{2}\right) & \geq e^{\min \left\{\bar{a}_{p}\left(u_{x, y}\right), \bar{a}_{p}\left(v_{x, y}\right)\right\}} e^{-\kappa C_{a} \omega^{\dagger}(r)} \mathscr{L}_{\bar{a}}^{k-p}(1) \\
& \gg \rho_{a}^{p} e^{p \min _{z} a(z)} e^{-2 p C_{a}} .
\end{aligned}
$$

Finally, it follows from $\mathscr{L}_{a}^{p}\left(h_{a}\right)=\rho_{a}^{p} h_{a}$ that $\rho_{a}^{p} \gg e^{p \min _{z} a(z)-2 p C_{a}}$. Hence, there exists $\kappa \geq 1$, only depending on $T$ such that

$$
\begin{array}{rll}
Q_{x, y}^{k}\left(\Omega^{2}\right) & \geq \begin{cases}\frac{1}{\kappa} e^{\kappa\left(\min _{z \in \Omega} a(z)-C_{a}\right)} & : d(x, y) \geq r \\
\max \left\{\frac{1}{\kappa} e^{-\kappa C_{a}}, 1-\kappa e^{\kappa C_{a}} \omega^{\dagger}(d(x, y))\right\} & : d(x, y)<r\end{cases} \\
& \geq \max \left\{\theta_{a}^{-1}, 1-\theta_{a} \omega^{\dagger}(d(x, y))\right\} \tag{4}
\end{array}
$$

where $\theta_{a}^{-1}:=\min \left\{\kappa^{-1} e^{\kappa\left(\min _{z \in \Omega} a(z)-C_{a}\right)}, \kappa^{-1} e^{\left.-\kappa C_{a}\right)}\right\}$.
STEP 3. We now extend $Q_{x, y}^{k}$ and give the main estimate for the contraction statement of the theorem. In order to do so, set $A_{-1}=\left\{\left(z_{1}, z_{2}\right) \in \Omega^{2}: d\left(z_{1}, z_{2}\right) \geq r\right\}$ and, for $j \geq 0$,

$$
A_{j}:=\left\{\left(z, \tau_{z}^{j}(\tilde{z})\right), \in \Omega^{2}: d\left(T^{j}(z), \tilde{z}\right)<r, d\left(T^{j+1}(z), T(\tilde{z})\right) \geq r\right\} .
$$

Note that it follows from the construction that the support of $Q_{x, y}^{k}$ is contained in $A_{j+k}$ for $(x, y) \in A_{j}$ for $j \geq 0$, and in $A_{k-p}$ for $(x, y) \in A_{-1}$, respectively. Furthermore, as it easily can be verified, $Z_{x, y}^{k}=$ $Q_{x, y}^{k}+R_{x, y}^{k}$ is a coupling of $m_{x}^{k}$ and $m_{y}^{k}$, for

$$
R_{x, y}^{k}:=\frac{1}{1-Q_{x, y}^{k}\left(\Omega^{2}\right)}\left(\pi_{1}^{*} Q_{x, y}^{k}-m_{x}^{k}\right) \otimes\left(\pi_{2}^{*} Q_{x, y}^{k}-m_{y}^{k}\right)
$$

Finally, it follows from the fact that $T^{k}$ is a local homeomorphism that the support of $R_{x, y}^{k}$ is contained in $\bigcup_{i<j+k} A_{i}$ for $x, y \in A_{j}, j \geq 0$, and in $\bigcup_{i<k} A_{i}$ for $x, y \in A_{-1}$, respectively.

We are now in position to prove the main estimate. In order to do so, set $t:=d(x, y)$ and assume that $n \in \mathbb{N}$, that $B_{j} \subset A_{j}$ for $j=0, \ldots n, B_{-1} \subset \Omega^{2}$, and that $B_{*} \subset \bigcup_{j \geq n} A_{j}$ for $t<r$ and $B_{*}=\varnothing$ for $t \geq r$, respectively. We now construct $k$ and $B_{j}^{+}$for $j=-1, \ldots, n+k$ and $B_{*}^{+}$with the these properties with respect to $n+k$. That is, we consider

$$
\begin{aligned}
& B_{-1}^{+}:=\bigcup_{\left(z_{1}, z_{2}\right) \in B_{j}+k: j=-1, \ldots m, *} \operatorname{supp}\left(R_{z_{1}, z_{2}}^{k}\right), \quad B_{k-p}^{+}:=\bigcup_{\left(z_{1}, z_{2}\right) \in B_{-1}} \operatorname{supp}\left(Q_{z_{1}, z_{2}}^{k}\right), \\
& B_{*}^{+}:=\bigcup_{\left(z_{1}, z_{2}\right) \in B_{*}} \operatorname{supp}\left(Q_{z_{1}, z_{2}}^{k}\right), \quad B_{j}^{+}:=\varnothing \text { for } j=0, \ldots k-1, j \neq k-p, \\
& B_{j}^{+}:=\bigcup_{\left(z_{1}, z_{2}\right) \in B_{j-k}} \operatorname{supp}\left(Q_{z_{1}, z_{2}}^{k}\right) \text { for } j=k, \ldots n+k .
\end{aligned}
$$

As a consequence of the construction of $Q^{k}$, we have that $B_{j}^{+} \subset A_{j}$ for $j=0, \ldots n+k$ and $B_{*}^{+} \subset$ $\bigcup_{j \geq n+k} A_{j}$ or $B^{+} *=\varnothing$, depending on the value of $t$.

Step 4. Polynomial decay. Choose $n_{0}$ such that $1-\theta_{a} c_{n_{0}+1}(r) \geq \theta_{a}^{-1}$ and assume that for some function $\Delta:[0, r] \rightarrow[1, \infty)$ and $\gamma>1$,

$$
\omega^{\dagger} \circ c_{n}(t) \leq \kappa(\Delta(t)+n)^{-\gamma} .
$$

Furthermore, assume that $M$ is a probability measure on $B_{*} \cup \bigcup_{j \leq n} B_{j}$ such that, for some $\Delta_{0} \geq 0$, $\delta>0$,

$$
\begin{align*}
& M\left(B_{j}\right)=0 \text { for } j=0, \ldots, n_{0}  \tag{5}\\
& M\left(B_{j}\right) \leq \delta\left(\Delta_{0}+\Delta(t)+n-j\right)^{-\gamma} \text { for } j-1, n_{0}+1, \ldots, n
\end{align*}
$$

For $M^{+}:=Z_{z_{1}, z_{2}}^{k} d M\left(z_{1}, z_{2}\right)$ it then follows that $M^{+}\left(B_{j}^{+}\right) \leq M\left(B_{j-k}\right)$ for $j \neq-1$, which proves (5) with respect to $M^{+}, n+k$ and $j=0, \ldots n+k$. So it remains to construct $k, \delta$ and $\Delta_{0}$, independent of $n$ such that

$$
\begin{equation*}
M^{+}\left(B_{-1}^{+}\right) \leq \delta\left(\Delta_{0}+\Delta(t)+n+k-j\right)^{-\gamma} . \tag{6}
\end{equation*}
$$

For ease of notation, set $\Delta_{t}:=\Delta_{0}+\Delta(t)$. Moreover, choose $n_{0}$ such that $1-\theta_{a} \omega^{\dagger}\left(c_{n_{0}+1}(r)\right) \geq \theta_{a}^{-1}$ and $n_{0}<m_{0}<n$. By (4),

$$
\begin{aligned}
M^{+}\left(B_{-1}^{+}\right) \leq & \sum_{j=-1}^{n_{0}}\left(1-\theta_{a}^{-1}\right) M\left(B_{j}\right)+\theta_{a} \sum_{j=n_{0}+1}^{n} \omega^{\dagger}\left(c_{j}(r)\right) M\left(B_{j}\right)+\theta_{a} c_{n}(t) M\left(B_{*}\right) \\
\leq & \frac{\left(1-\theta_{a}^{-1}\right) \delta}{\left(\Delta_{t}+n+1\right)^{\gamma}}+\sum_{j=n_{0}+1}^{m_{0}} \frac{\theta_{a} \kappa \delta}{\left((\Delta(r)+j)\left(\Delta_{t}+n-j\right)\right)^{\gamma}} \\
& +\sum_{j=m_{0}+1}^{n} \frac{\theta_{a} \kappa \delta}{\left((\Delta(r)+j)\left(\Delta_{t}+n-j\right)\right)^{\gamma}}+\theta_{a} c_{n}(t) M\left(B_{*}\right) \\
\leq & \frac{\left(1-\theta_{a}^{-1}\right) \delta}{\left(\Delta_{t}+n\right)^{\gamma}}+\frac{\theta_{a} \kappa \delta}{\left(\Delta_{t}+n-m_{0}\right)^{\gamma}} \frac{(\gamma-1)^{-1}}{\left(\Delta(r)+n_{0}\right)^{\gamma-1}} \\
& +\frac{\theta_{a} \kappa \delta}{\left(\Delta(r)+m_{0}\right)^{\gamma}} \frac{(\gamma-1)^{-1}}{\left(\Delta_{t}-1\right)^{\gamma-1}}+\theta_{a} c_{n}(t) M\left(B_{*}\right)
\end{aligned}
$$

We now choose $m_{0}$. If $n \leq \Delta_{t}-\Delta(r)$, set $m_{0}=n$. Otherwise, we choose $m_{0}$ such that $\Delta_{t}+n-m_{0}=$ $\Delta(r)+m_{0} \pm 1$. In both cases, one obtains that

$$
M^{+}\left(B_{-1}^{+}\right) \leq \frac{\left(1-\theta_{a}^{-1}\right) \delta}{\left(\Delta_{t}+n\right)^{\gamma}}+\frac{\frac{2 \theta_{a} \kappa \delta}{\gamma-1}\left(n_{0}^{1-\gamma}+\left(\Delta_{0}-1\right)^{1-\gamma}\right)}{\left(\Delta_{t}+\Delta(r)+n\right)^{\gamma}}+\frac{\theta_{a} \kappa}{(\Delta(t)+n)^{\gamma}} .
$$

For $\epsilon>0$, we may enlarge $n_{0}$ such that $2 \theta_{a} \kappa n_{0}^{1-\gamma}(\gamma-1)^{-1}<\epsilon$. For $\Delta_{0}:=k / \epsilon$, it then follows from $k \geq n_{0}+p$ that $2 \theta_{a} \kappa\left(\Delta_{0}-1\right)^{1-\gamma}(\gamma-1)^{-1}<\epsilon$. Moreover, this choice also ensures that, for $\delta:=\kappa \theta_{a} / \epsilon$,

$$
\begin{aligned}
M^{+}\left(B_{-1}^{+}\right) & \leq \frac{\delta(1+\epsilon)^{\gamma}}{\left(\Delta_{t}+n+k\right)^{\gamma}}\left(\left(1-\theta_{a}^{-1}\right)+2 \epsilon+\frac{\kappa \theta_{a}}{\delta} \frac{\left(\Delta_{t}+n\right)^{\gamma}}{(\Delta(t)+n)^{\gamma}}\right) \\
& \leq \frac{\delta(1+\epsilon)^{\gamma}}{\left(\Delta_{t}+n+k\right)^{\gamma}}\left(1-\theta_{a}^{-1}+4 \epsilon\right) .
\end{aligned}
$$

The estimate in 6 then follows e.g. for $\epsilon^{-1}:=\max \left\{8 \theta_{a}, 2^{\gamma} \theta_{a}\right\}$.
We are now in position to obtain the asymptotic behaviour through induction. Assume that that $n=q\left(n_{0}+p\right)+r$ for $q, r \in \mathbb{N}$ and $0 \leq r<n_{0}+p$. Then we may apply the above iteration $q$ - 1-times for $k=n_{0}+p$ and once for $k=n_{0}+p+r$ to the Dirac measure $M_{0}:=\delta_{(x, y)}$ and $B_{*}^{0}:=\{(x, y)\}$ if $t:=d(x, y)<r$ and $B_{-1}^{0}:=\{(x, y)\}$ and $t:=r$, otherwise. Hence,

$$
d P_{x, y}^{n}(z, \tilde{z}):=d Z_{z_{q-1}, \tilde{z}_{q-1}}^{n_{0}+p+r}(z, \tilde{z}) \cdots Z_{z_{1}, \tilde{z}_{1}}^{n_{0}+p}\left(z_{2}, \tilde{z}_{2}\right) d Z_{x, y}^{n_{0}+p}\left(z_{1}, \tilde{z}_{1}\right)
$$

is a coupling of $m_{x}^{n}$ and $m_{y}^{n}$. Moreover, if $B_{j}^{q}$ and $B_{*}^{q}$ refer to the set obtained by induction, it follows that

$$
\begin{aligned}
(*) & :=\int d(z, \tilde{z}) d P_{x, y}^{n}(z, \tilde{z}) \\
& =\sum_{j=-1}^{n} \int_{B_{j}^{q}} d(z, \tilde{z}) d P_{x, y}^{n}(z, \tilde{z})+\int_{B_{*}^{q}} d(z, \tilde{z}) d P_{x, y}^{n}(z, \tilde{z}) \\
& \leq \sum_{j=-1}^{n} \frac{c_{j}(r)}{\delta\left(\Delta_{t}+n-j\right)^{\gamma}}+c_{n}(t) M_{0}\left(B_{*}^{0}\right) .
\end{aligned}
$$

Step 4. Polynomial decay and weak regularity. We now give the estimate for $\int \omega^{\dagger}(d) d P_{x, y}^{n}$. Observe that it follows from Step 3 that, for $-1<n_{0}<m$,

$$
\begin{aligned}
\int \omega^{\dagger}(d) d P_{x, y}^{n} & \leq \sum_{j=-1}^{m_{0}} \frac{\kappa(\Delta(t)+j)^{-\gamma}}{\delta\left(\Delta_{t}+n-j\right)^{\gamma}}+\sum_{j=m_{0}+1}^{n} \frac{\kappa(\Delta(t)+j)^{-\gamma}}{\delta\left(\Delta_{t}+n-j\right)^{\gamma}}+\kappa(\Delta(t)+n)^{-\gamma} M_{0}\left(B_{*}^{0}\right) \\
& \leq \frac{\kappa(\Delta(t)-1)^{1-\gamma}}{\delta(\gamma-1)\left(\Delta_{t}+n-m_{0}\right)^{\gamma}}+\frac{\kappa\left(\Delta(t)+m_{0}\right)^{-\gamma}}{\delta(\gamma-1)\left(\Delta_{t}-1\right)^{\gamma-1}}+\kappa(\Delta(t)+n)^{-\gamma} .
\end{aligned}
$$

For $m_{0}$ with $\Delta_{t}+n-m_{0}=\Delta(t)+m_{0}$, we hence obtain that

$$
\int \omega^{\dagger}(d) d P_{x, y}^{n} \leq \frac{\kappa}{\delta(1-\gamma)}\left(\Delta(t)+\frac{\Delta_{0}+n}{2}\right)^{-\gamma} .
$$

 $\kappa) / \log s$ and, in particular, $\beta>2$. It then follows by separating the sum at $m_{0}=n / 2$ that

$$
(*) \leq \frac{\frac{\kappa r}{s(1-s)}}{\delta\left(\Delta_{t}+n / 2\right)^{\beta-1}}+\frac{\kappa r s^{n / 2} \Delta_{t}^{2-\beta}}{\delta|2-\beta|}+\kappa s^{n} t
$$

Then the middle term is bounded, up to constants depending on $T$ and $\beta$, by $s^{n / 2} \Delta_{t}^{2-\beta}$. Hence, for $n$ with $s^{n / 2}\left(\Delta_{t}+n / 2\right)^{\beta-1} \leq 1$, it follows by enlarging $\kappa$, if necessary, that

$$
(*) \leq \frac{\kappa}{\delta}\left(\Delta_{t}+\frac{n}{2}\right)^{1-\beta} .
$$

Step 6. EXPANSIVE MAPS. If $c_{n}(t) \leq \kappa t\left(1+n t^{1 / \beta}\right)^{-\beta}=\kappa\left(t^{-1 / \beta}+n\right)^{-\beta}$ and $\omega=\omega_{\alpha, 0 \log }$ for some $\alpha>0$ and $\beta>1$ with $\alpha \beta>1$, then $\gamma=\alpha \beta-1$ and $\Delta(t)=t^{-1 / \beta}$. In particular, $\alpha \beta>2$. Now choose $m_{0}$ such
that $\Delta_{0}+t^{-1 / \beta}+n-m_{0}=t^{-1 / \beta}+m_{0}$. It then follows as above with $\Delta_{t}=\Delta_{0}+t^{-1 / \beta}$ that

$$
\begin{aligned}
(*) & \leq \frac{\kappa\left(t^{-1 / \beta}\right)^{-\beta+1}}{\delta\left(\Delta_{t}+n-m_{0}\right)^{\alpha \beta-1}}+\frac{\kappa\left(t^{-1 / \beta}+m_{0}\right)^{-\beta}}{\delta(\alpha \beta-2)} \Delta_{t}^{\alpha \beta-2}+\kappa\left(t^{-\frac{1}{\beta}}+n\right)^{-\beta} \\
& \ll \frac{1}{\left(t^{-1 / \beta}+\frac{\Delta_{0}+n}{2}\right)^{\alpha \beta-1}},
\end{aligned}
$$

where we have used that $\alpha \beta-1<\beta$.
STEP 7. The CASE $\gamma>0$. Now assume that $\omega^{\dagger} \circ c_{n}(t) \leq \kappa(\Delta(t)+n)^{-\gamma}$ for some $\gamma>0$. Furthermore, assume that $M$ is a probability measure on $B_{*} \cup \bigcup_{j \geq n} B_{j}$ where $n$ is chosen in such way that $\omega^{\dagger}\left(c_{n}(r)\right) \leq \theta_{a}^{-2} M\left(B_{-1}\right) / 2$. Then, by the same argument and with the same notation as in Step 4, it follows for $k \in \mathbb{N}$ that

$$
\begin{aligned}
\int P_{x, y}^{m}\left(B_{-1}^{+}\right) d M(x, y) & \leq\left(1-\theta_{a}^{-1}\right) M\left(B_{-1}\right)+\theta_{a} \omega^{\dagger}\left(c_{n}(r)\right)\left(1-M\left(B_{-1}\right)\right) \\
& \leq\left(1-\theta_{a}^{-1}\right) M\left(B_{-1}\right)+\frac{1}{2} \theta_{a}^{-1} M\left(B_{-1}=\left(1-\frac{1}{2 \theta_{a}}\right) M\left(B_{-1}\right)\right.
\end{aligned}
$$

Hence, in order to be in position to apply the estimate again, it suffices to choose $m$ such that $\omega^{\dagger}\left(c_{m-p}(r)\right) \leq \rho \theta_{a}^{-2} M\left(B_{-1}\right) / 2$, for $\rho:=1-\frac{1}{2 \theta_{a}}$. In other words, for $n_{k}$ with $\omega^{\dagger}\left(c_{n_{k}-p}(r)\right) \leq \rho^{k} \theta_{a}^{-2} / 2$, for $k=0,1, \cdots$, it follows for

$$
Q_{k}:=P_{x_{k}, y_{k}}^{n_{k}} \cdots d P_{x_{0}, y_{0}}^{n_{0}}\left(x_{1}, y_{1}\right) d P_{x, y}^{n_{0}}\left(x_{0}, y_{0}\right)
$$

that $Q_{k}\left(B_{-1}^{k}\right) \leq \rho^{k}$ and $Q_{k}\left(B_{j}^{k}\right)=0$ for $k=0, \ldots, m-p-1$, where $B^{k}$ refers to the set obtained by applying $B . \mapsto B^{+} k$-times. In particular,

$$
\int d(z, \tilde{z}) d Q^{k} \leq \rho^{k}+c_{n_{k}-p}(r)
$$

As $\omega^{\dagger} \circ c_{j}(r) \leq \kappa(\Delta(r)+j)^{-\gamma}$ it follows that one may choose $n_{k}$ to be smallest integer bigger than $p-\Delta(r)+\left(2 \kappa \theta_{a}^{2}\right)^{1 / \delta} \rho^{-k / \gamma}$. For this choice of $n_{k}$, one then obtains that $\sum_{j=0}^{k} n_{j} \sim\left(2 \kappa \theta_{a}^{2}\right)^{1 / \delta} \rho^{-(k+1) / \gamma}$. The statement on the decay for $\gamma>0$ follows from this.

Step 8. Continuity of $\Delta_{0}$ AND $n_{0}$. First of all, note that 4] holds for $\theta_{a}:=\kappa \exp \left(\kappa\|a\|_{\omega}\right)$ for some $\kappa$ only depending on $T$ and $\omega^{\dagger}$. In particular, by eventually enlarging $\kappa$, we may assume that the parameter $\epsilon$ at the end of Step 4 might be chosen as $\epsilon:=\kappa^{-1} \exp \left(-\kappa\|a\|_{\omega}\right)$. In particular, $\delta>0$ in fact might be chosen independently from $a$ and that $\Delta_{0}:=2 n_{0} \kappa \exp \left(\kappa\|a\|_{\omega}\right)$ satisfies the required properties. As $n_{0}$ might be chosen to be the minimal value such that $\omega^{\dagger}\left(c_{n_{0}+1}(r)\right) \leq \theta_{a}^{-1}-\theta_{a}^{-2}$ and $2\left(\kappa \theta_{a}\right)^{2} n_{0}^{1-\gamma}<\gamma-1$, it follows that $\Delta_{0}$ and $n_{0}$ vary continuously with $\|a\|_{\omega}$.

We now discuss applications of Theorem 2.5 with respect to the Hölder continuity of the equilibrium state with respect to $a$. In order to do so, we first introduce several new objects in order to be able to treat both cases in Theorem 2.5 simultaneously. That is, in the expanding case, we set $\gamma:=\beta-1, \omega^{\dagger}:=\omega_{0, \beta-1 \log }$ and

$$
\omega_{n}(t):=\kappa\left(\log t / \log s+\Delta_{0} / 2+n / 2\right)^{1-\beta}
$$

On the other hand, if $T$ is expansive, we consider $\gamma:=\alpha \beta-1, \omega^{\dagger}:=\omega_{\alpha-1 / \beta, 0 \log }$ and

$$
\omega_{n}(t):=\kappa\left(t^{-1 / \beta}+\Delta_{0} / 2+n / 2\right)^{1-\alpha \beta}
$$

A further key ingredient is the Wasserstein distance, which is defined as follows.
Definition 2.9. Assume that $\mu_{1}, \mu_{2}$ are probability measures on $\Omega$. Then

$$
W\left(\mu_{1}, \mu_{2}\right):=\inf \left\{\int d(x, y) d Q(x, y): Q \text { is a coupling of } \mu_{1}, \mu_{2}\right\}
$$

refers to the Wasserstein distance of $\mu_{1}$ and $\mu_{2}$.

As it is well known, $W$ is a metric on the space of Borel probability measures which is compatible with the weak*-topology. Moreover, by Kantorovich's duality,

$$
W_{d}\left(\mu_{1}, \mu_{2}\right)=\sup \left\{\int f d\left(\mu_{1}-\mu_{2}\right): \operatorname{Lip}(f) \leq 1\right\}
$$

where $\operatorname{Lip}(f)$ refers to the Lipschitz constant of $f$ (i.e. $\operatorname{Lip}(f)=\operatorname{Höl}_{\omega_{1,0 l o g}}(f)$ ). By having a look to Theorem 2.5 it is natural to consider an equivalent metric on $\Omega$. In order to do so, note that for any concave and strictly increasing function $\omega:[0,1] \rightarrow[0, \infty)$ with $\omega(0)=0$, it follows from the subadditivity of concave functions that $\omega(d)$ is a metric. Moreover, as $\omega$ is invertible, it follows that the topologies generated by $d$ and $\omega(d)$ coincide. With respect to this new metric, we will write

$$
W_{\omega}\left(\mu_{1}, \mu_{2}\right):=\inf \left\{\int \omega(d(x, y)) d Q(x, y): Q \text { is a coupling of } \mu_{1}, \mu_{2}\right\} .
$$

We begin with an analysis of the asymptotics of $\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}\left(\mu_{i}\right)$ with respect to $W_{d}$, where $\left(\mathscr{L}_{\bar{a}}\right)^{*}$ is the dual of the action of $\mathscr{L}_{\bar{a}}$ on the space of continuous functions. By Kantorovich's duality, it suffices in fact to analyse the action of $\mathscr{L}_{\bar{a}}$ on Lipschitz continuous functions (i.e. $\omega_{1,0 \log }$-Hölder continuous functions). So assume that $Q$ is a coupling of $\mu_{1}$ and $\mu_{2}$ and that Theorem 2.5 is applicable. Then $P_{x, y}^{n} d Q(x, y)$ defines a coupling of the $\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}\left(\mu_{i}\right)$, where $P_{x, y}^{n}$ is as in Theorem 2.5. Hence, if $f$ is Lipschitz continuous, then

$$
\begin{aligned}
\left|\int \mathscr{L}_{\bar{a}}^{n}(f) d \mu_{1}-\mathscr{L}_{\bar{a}}^{n}(f) d \mu_{2}\right| & =\left|\int \mathscr{L}_{\bar{a}}^{n}(f)(x)-\mathscr{L}_{\bar{a}}^{n}(f)(y) d Q(x, y)\right| \\
& =\left|\int f(\tilde{x})-f(\tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y}) d Q(x, y)\right| \\
& \leq \operatorname{Lip}(f) \int d(\tilde{x}, \tilde{y}) d P_{x, y}^{n}(\tilde{x}, \tilde{y}) d Q(x, y) \ll \omega_{n}(r)
\end{aligned}
$$

That is, $W_{d}\left(\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}\left(\mu_{1}\right),\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}\left(\mu_{2}\right)\right) \ll \omega_{n}(r)$ and, in particular, $\left(\left(\mathscr{L}_{\bar{a}}^{n}\right)^{*}\left(\mu_{1}\right): n \in \mathbb{N}\right)$ is a Cauchy sequence and therefore converges to a probability measure $\mu$. It then follows from continuity that $\left(\left(\mathscr{L}_{\bar{a}}\right)^{*}(\mu)=\mu\right.$. By applying the estimate to $\delta_{x}$ and $\mu$ and after changing the metric, one then obtains the following corollary.
Corollary 2.10. Under the assumptions of Theorem 2.5, there exists a unique Borel probability measure $\mu$ with $\left(\left(\mathscr{L}_{\bar{a}}\right)^{*}(\mu)=\mu\right.$. Moreover, for any Lipschitz continuous function $f$ and $n>n_{0}, \| \mathscr{L}_{\bar{a}}^{n}(f)-$ $\int f d \mu \|_{\infty} \ll \operatorname{Lip}(f) \omega_{n}(r)$. Iff is $\omega^{\dagger}$-Hölder continuous, then $\left\|\mathscr{L}_{\bar{a}}^{n}(f)-\int f d \mu\right\|_{\infty} \ll H \ddot{\partial} l_{\omega^{\dagger}}(f) \omega_{n}(r)$.

In order to obtain an estimate on the Hölder regularity of $\mathscr{L}_{\bar{a}}^{n}(f)$, it suffices to consider $\mu_{i}:=\delta_{x_{i}}$ for $i=1,2$ in the above estimate and apply Theorem 2.5 for the case $\gamma>1$. Hence,

$$
\left|\mathscr{L}_{\bar{a}}^{n}(f)\left(x_{1}\right)-\mathscr{L}_{\bar{a}}^{n}(f)\left(x_{2}\right)\right| \ll \operatorname{Lip}(f) \omega_{n}\left(d\left(x_{1}, x_{2}\right)\right)
$$

for $n$ sufficiently large. That is, if $T$ is expanding, then $\gamma=\beta-1$ and $n$ has to be bigger then some lower bound which depends on $d(x, y)$. Therefore, Theorem 2.5 does not provide an answer in this case. However, by considering functions which are Lipschitz continuous with respect to the metric $\omega^{\dagger}(d)$, the estimate on $\int \omega^{\dagger}(d) d P_{x, y}^{n}$ provides a uniform upper bound for $n \geq n_{0}$. That is, one immediately obtains the following result.
Corollary 2.11. Under the assumptions of Theorem 2.5. assume that $\gamma>1$ and that $f$ is $\omega^{\dagger}$-Hölder continuous with $\omega^{\dagger}$-Hölder coefficient $C_{f}$. We then have with respect to the measure $\mu$ given by Corollary 2.10 for $n \geq 0$, that $\left\|\mathscr{L}_{\bar{a}}^{n}(f)-\int f d \mu\right\|_{\omega_{n}} \ll H \ddot{l} l_{\omega^{\dagger}}(f)$.

We now discuss how these results allow to obtain the asymptotics of $\mathscr{L}_{a}^{n}$ and the continuity of $\mu_{a}, \lambda_{a}$ and $h_{a}$ as functions of $a$. The key observation in here is that $\mathscr{L}_{\bar{a}}^{n}\left(f / h_{a}\right)=\mathscr{L}_{a}^{n}(f) / \rho_{a}^{n} h_{a}$ which allows to apply Corollary 2.10 to $\mathscr{L}_{a}^{n}$. In particular, if we assume that $\mu\left(h^{-1}\right)=1$, we have that

$$
\begin{equation*}
\left\|\rho^{-n} \mathscr{L}_{a}^{n}(\mathbf{1})-h\right\|_{\infty} \leq \kappa e^{\kappa C_{a}}\left(c_{a}+n\right)^{-\gamma} . \tag{7}
\end{equation*}
$$

For $d m_{a}:=\mu_{a}\left(h_{a}^{-1}\right)^{-1} h_{a}^{-1} d \mu=h_{a}^{-1} d \mu$, we then obtain the following.
Corollary 2.12. Assume that $\gamma>0$ and $f$ is $\omega^{\dagger}$-Hölder continuous. Then, with respect to $C_{a}, C_{b}$ as in (2) and (3), $c_{a}$ depending continuously on $\|a\|_{\omega}$ and $\kappa$ depending only on $T$ and $\gamma$,

$$
\left\|\frac{\mathscr{L}_{a}^{n}(f)(x)}{\mathscr{L}_{a}^{n}(\mathbf{1})(x)}-m_{a}(f)\right\|_{\infty} \leq \kappa e^{\kappa C_{a}}\|f\|_{\omega^{\dagger}}\left(c_{a}+n\right)^{-\gamma}
$$

Proof. It follows from Corollary 2.10 that

$$
\begin{aligned}
& \left|\frac{\mathscr{L}_{a}^{n}(f)(x)}{\mathscr{L}_{a}^{n}(\mathbf{1})(x)}-m_{a}(f)\right|=\left|\frac{\mathscr{L}_{\bar{a}}^{n}\left(f / h_{a}\right)(x)}{\mathscr{L}_{\bar{a}}^{n}\left(\mathbf{1} / h_{a}\right)(x)}-m_{a}(f)\right| \\
\leq & \frac{1}{\mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)(x)}\left(\left|\mathscr{L}_{\bar{a}}^{n}\left(f h_{a}^{-1}\right)(x)-\mu_{a}\left(f h_{a}^{-1}\right)\right|+\left|\mu_{a}\left(f h_{a}^{-1}\right)-m(f) \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)(x)\right|\right) \\
\leq & \leq e^{p C_{a}}\left(\operatorname{Höl}_{\omega^{\dagger}}\left(f h_{a}^{-1}\right)+\|f\|_{\infty} \mathrm{Höl}_{\omega^{\dagger}}\left(h_{a}^{-1}\right)\right)\left(c_{a}+n\right)^{-\gamma} \\
\leq & 2 \kappa e^{p C_{a}}\|f\|_{\omega^{\dagger}}\left\|h_{a}^{-1}\right\|_{\omega^{\dagger}}\left(c_{a}+n\right)^{-\gamma} .
\end{aligned}
$$

Hence, it remains to remark that $\left\|h_{a}^{-1}\right\|_{\omega^{\dagger}} \leq 2 e^{(p+1) C_{a}}$ by Proposition 2.4

Note that the above statement is independent from $h_{a}$ and $\rho_{a}$. In particular, it immediately follows that $a \rightarrow m_{a}$ and $a \mapsto \rho_{a}=\int \mathscr{L}(1) d m_{a}$ are continuous. In fact, the following holds.

Theorem 2.13. Assume that the conditions of Theorem 2.5 hold with respect to the potentials $a, b$ and assume that $\gamma>0$. Then, for some $\kappa$ only depending on $T$ and $\gamma$ and with $C_{a}, C_{b}$ as in (2) and (3),

$$
\begin{array}{r}
W_{\omega^{\dagger}}\left(\mu_{a}, \mu_{b}\right), W_{\omega^{\dagger}}\left(m_{a}, m_{b}\right),\left|\rho_{a}-\rho_{b}\right|,\left\|h_{a}-h_{b}\right\|_{\infty}  \tag{8}\\
<e^{\|a-b\|_{\infty}} \kappa \min \left\{e^{\kappa C_{a}}, e^{\kappa C_{b}}\right\}\|a-b\|_{\infty}^{\frac{\gamma}{\gamma+1}} .
\end{array}
$$

Proof. Assume that $h_{a}$ and $h_{b}$ are the functions given by (7) with respect to $a$ and $b$ and observe that the constants in there are of the form $e^{p C_{a}}$ and $e^{C_{a}}$. Furthermore, observe that $\mathscr{L}_{\bar{a}}^{n}\left(f / h_{a}\right)=$ $\mathscr{L}_{a}^{n}(f) / \rho^{n} h_{a}$, Hence, by Corollary 2.10 and Proposition 2.4 .

$$
\left\|\rho_{a}^{-n} \mathscr{L}_{a}^{n}(1)-h_{a} \mu\left(h_{a}^{-1}\right)\right\|_{\infty} \leq\left\|h_{a}\right\|_{\infty} \operatorname{Höl}_{\omega^{\dagger}}\left(1 / h_{a}\right)\left(c_{a}+n\right)^{-\gamma} \leq e^{(2 p+1) C_{a}}\left(c_{a}+n\right)^{-\gamma} .
$$

Moreover, $c_{a}$ depends continuously on $\|a\|_{\omega}$ by Theorem 2.5 In particular, $\lim \rho_{a}^{-n} \mathscr{L}_{a}^{n}(1)=h_{a}$. By combining (2), (3), the continuity properties of $h_{a}$ and the above convergence, one then obtains that $\left\|\mathscr{L}_{\bar{a}}^{n}\left(1 / h_{a}\right)\right\|_{\omega^{+}} \leq e^{\kappa C_{a}}$ with respect to some $\kappa$ only depending on $T$. As Höl $\omega_{\omega^{+}}(f g) \leq\|f\|_{\omega^{+}}\|g\|_{\omega^{+}}$, by possibly enlarging $\kappa$,

$$
\begin{aligned}
& \left\|\frac{\mathscr{L}_{a}^{n}\left(f \mathscr{L}_{a}^{n}(1)\right)}{\rho_{a}^{2 n} h_{a}}-\mu_{a}(f) \mu_{a}\left(h_{a}^{-1}\right)\right\|_{\infty}=\left\|\mathscr{L}_{\bar{a}}^{n}\left(f \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right)-\mu_{a}(f) \mu_{a}\left(h_{a}^{-1}\right)\right\|_{\infty} \\
\leq & \left\|\mathscr{L}_{\bar{a}}^{n}\left(f \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right)-\mu_{a}\left(f \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right)\right\|_{\infty}+\left|\mu_{a}\left(f\left(\mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)-\mu\left(h_{a}^{-1}\right)\right)\right)\right| \\
\leq & \kappa \frac{\operatorname{Höl}_{\omega^{+}}\left(f \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right)}{\left(c_{a}+n\right)^{\gamma}}+\|f\|_{\infty}\left\|\mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)-\mu_{a}\left(h_{a}^{-1}\right)\right\|_{\infty} \\
\leq & \kappa \frac{\|f\|_{\omega^{\dagger}}\left\|\mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right\|_{\omega^{\dagger}}}{\left(c_{a}+n\right)^{\gamma}}+\kappa \frac{\operatorname{Höl}_{\omega^{\dagger}}\left(h_{a}^{-1}\right)\|f\|_{\infty}}{\left(c_{a}+n\right)^{\gamma}} \leq \frac{2 \kappa e^{\kappa C_{a}}}{\left(c_{a}+n\right)^{\gamma}}\|f\|_{\omega^{\dagger}} .
\end{aligned}
$$

We are now in position to obtain an approximation which is independent from $\rho_{a}$ and $h_{a}$ :

$$
\begin{aligned}
& \left\|\frac{\mathscr{L}_{a}^{n}\left(f \mathscr{L}_{a}^{n}(1)\right)}{\mathscr{L}_{a}^{2 n}(1)}-\mu_{a}(f)\right\|_{\infty}=\left\|\frac{\mathscr{L}_{\bar{a}}^{n}\left(f \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right)}{\mathscr{L}_{\bar{a}}^{2 n}\left(h_{a}^{-1}\right)}-\mu_{a}(f)\right\|_{\infty} \\
\leq & \left\|\frac{\mathscr{L}_{\bar{a}}^{n}\left(f \mathscr{L}_{\bar{a}}^{n}\left(h_{a}^{-1}\right)\right)}{\mathscr{L}_{\bar{a}}^{2 n}\left(h_{a}^{-1}\right)}-\left.\frac{\mu_{a}(f) \mu\left(h_{a}^{-1}\right)}{\mathscr{L}_{\bar{a}}^{2 n}\left(h_{a}^{-1}\right)}\right|_{\infty}+\left|\mu_{a}(f)\right|\right\| \frac{\mu\left(h_{a}^{-1}\right)}{\mathscr{L}_{\bar{a}}^{2 n}\left(h_{a}^{-1}\right)}-1 \|_{\infty} \\
\leq & \left\|\frac{1}{\mathscr{L}_{\bar{a}}^{2 n}\left(h_{a}^{-1}\right)}\right\|_{\infty}\left(\frac{2 \kappa e^{\kappa C_{a}}}{\left(c_{a}+n\right)^{\gamma}}\|f\|_{\omega^{\dagger}}+\frac{e^{\kappa C_{a}}}{\left(c_{a}+2 n\right)^{\gamma}}\|f\|_{\infty}\right) \ll \frac{\kappa e^{\kappa C_{a}}}{\left(c_{a}+n\right)^{\gamma}}\|f\|_{\omega^{\dagger}}
\end{aligned}
$$

We now compare the action of $\mathscr{L}_{a}^{n}$ and $\mathscr{L}_{b}^{n}$ on $\omega^{\dagger}$-Hölder functions. Note that

$$
\begin{aligned}
& \left|\frac{\mathscr{L}_{a}^{n}\left(f \mathscr{L}_{a}^{n}(1)\right)}{\mathscr{L}_{a}^{2 n}(1)}-\frac{\mathscr{L}_{a}^{n}\left(f \mathscr{L}_{b}^{n}(1)\right)}{\mathscr{L}_{b}^{2 n}(1)}\right| \\
\leq & \left|\frac{\mathscr{L}_{a}^{n}\left(f \mathscr{L}_{a}^{n}(1)\left(1-e^{b_{n}-a_{n}} \frac{\mathscr{L}_{a}^{n}\left(e^{b_{n}-a_{n}}\right)}{\mathscr{L}_{a}^{n}(1)}\right)\right.}{\mathscr{L}_{a}^{2 n}(1)}\right|+\left|\frac{\mathscr{L}_{a}^{n}\left(f \mathscr{L}_{b}^{n}(1)\right)}{\mathscr{L}_{b}^{2 n}(1)}\right|\left|\frac{\mathscr{L}_{b}^{2 n}(1)}{\mathscr{L}_{a}^{2 n}(1)}-1\right| \\
\leq & \|f\|_{\infty}\left|e^{2\left\|a_{n}-b_{n}\right\|_{\infty}}-1\right|+\|f\|_{\infty}\left|e^{\left\|a_{2 n}-b_{2 n}\right\|_{\infty}}-1\right| \leq 2\|f\|_{\infty}\left|e^{2 n\|a-b\|_{\infty}}-1\right|
\end{aligned}
$$

We now give an estimate $\mu_{a}(f)-\mu_{b}(f)$. As this quantity is invariant under adding a constant to $f$, we may assume without loss of generality that $\min f=0$. Hence, $\|f\|_{\omega^{\dagger}} \leq\left(1+\omega^{\dagger}(1)\right) \mathrm{Höl}_{\omega^{\dagger}}(f)$. For $n=\|a-b\|_{\infty}^{-1 /(\gamma+1)}$, one then obtains from the last two estimates that

$$
\begin{aligned}
\left|\mu_{a}(f)-\mu_{b}(f)\right| & \ll \frac{\operatorname{Höl}_{\omega^{\dagger}}(f) e^{\kappa C_{a}}}{\left(c_{a}+n\right)^{\gamma}}+e^{\|a-b\|_{\infty}} \operatorname{Höl}_{\omega^{\dagger}}(f)\|a-b\|_{\infty}^{\frac{\gamma}{\gamma+1}}+\frac{\operatorname{Höl}_{\omega^{\dagger}}(f) e^{\kappa C_{b}}}{\left(c_{b}+n\right)^{\gamma}} \\
& \ll \operatorname{Höl}_{\omega^{\dagger}}(f) e^{\|a-b\|_{\infty}} \min \left\{e^{\kappa C_{a}}, e^{\kappa C_{b}}\right\}\|a-b\|_{\infty}^{\frac{\gamma}{\gamma+1}}
\end{aligned}
$$

The first estimate in 8 and the second estimate follows by the same lines. For the continuity of $\rho_{a}$, note that

$$
\begin{aligned}
\left|\rho_{a}-\rho_{b}\right| & =\left|\int \mathscr{L}_{a}(1) d m_{a}+\int \mathscr{L}_{b}(1) d m_{b}\right| \\
& \leq\left|\int \mathscr{L}_{a}(1)-\mathscr{L}_{b}(1)\right| d m_{a}+\left|\int \mathscr{L}_{b}(1) d\left(m_{a}-m_{b}\right)\right| \\
& \leq\left(e^{\|b-a\|_{\infty}}-1\right) \rho_{a}+e^{\|a-b\|_{\infty}} \min \left\{e^{\kappa C_{a}}, e^{\kappa C_{b}}\right\}\|a-b\|_{\infty}^{\frac{\gamma}{\gamma+1}} \operatorname{Höl}_{\omega^{\dagger}}\left(\mathscr{L}_{b}(1)\right) \\
& \ll e^{\|b-a\|_{\infty}} \min \left\{e^{\kappa C_{a}}, e^{\kappa C_{b}}\right\}\|a-b\|_{\infty}^{\frac{\gamma}{\gamma+1}} .
\end{aligned}
$$

The final estimate in 8 follows by similar arguments, based on the fact that $\left\|\rho_{a}^{n} \mathscr{L}_{a}^{n}(\mathbf{1})-h_{a}\right\|_{\infty} \ll$ $\left\|h_{a}\right\|_{\infty}\left(c_{a}+n\right)^{\gamma}$.

Remark 2.14. We now discuss two classes of examples where these conditions turn out to be natural. We begin with the Pomeau-Manneville family in Example 2.3. For $\delta \in(0,1)$, this map is Ruelle expansive with contraction rate $c_{n}(t) \ll t\left(1+n t^{\delta}\right)^{-1 / \delta}$. Hence, the above results with respect to the sup-norm hold with respect to potential functions $a$, which are $\alpha$-Hölder continuous for $\delta<\alpha$. As $\alpha$-Hölder continuous functions on $\mathbb{R}$ for $\alpha>1$ are constant, the natural range for the Hölder exponent of $a$ is $\delta<\alpha \leq 1$.

Furthermore, we have that $\alpha \delta^{-1}>2$ if $\alpha>2 \delta$. Therefore, in order to apply results like Corollary 2.11 for the decay of regularity, one has to assume that $\delta<1 / 2$ and $2 \delta<\alpha \leq 1$. Observe that a change of behaviour at $\delta=1 / 2$ is reasonable as it is known from the decay of correlation of the invariant probability measure which is absolutely continuous with respect to Lebesgue measure, that this is a critical value (see [Sar02, Gou04]). However, the results in here do not cover this measure as it is associated to the geometrical potential $-\log T^{\prime}$, which is $\delta$-Hölder. As a concluding remark with respect to this example, we would like to remark that the expansive behaviour of $T$ is only due to the indifferent fixed point at zero, i.e. consequence of an isolated phenomena. This can be used in fact to obtain exponential decay based on the combinatorial observation that there are more expanding than expansive branches (see Klol).

The second class of examples is related to the Dyson model of a ferromagnet with binary spins and polynomially decaying interactions, which is the physically relevant scale. In terms of thermodynamic formalism, this translates to considering the shift on $\{-1,1\}^{\mathbb{N}}$ and the potential

$$
a\left(\left(x_{1}, x_{2}, \ldots\right)\right)=\sum_{n=1}^{\infty} x_{1} x_{n+1} n^{-\alpha}
$$

As it easily can be seen, this potential is $\omega_{0,(\alpha-1) \log \text {-Hölder continuous (cf. Section 5.1) and that }}$ his weak regularity is not an isolated phenomenon as above. Furthermore, it follows that there is polynomial decay of correlation whenever $\alpha>2$. This adds a new detail to this well-studied model
as so far it only was known that there exists more than one equilibrium state for $\alpha=2$ (see [FS82]) and a unique one for $\alpha>2$, as in this case, the unicity follows, e.g., from the observation that the potential satisfies Walters condition (see Wal07).

## 3. Spectral Triples and their spectral metrics

In this section we adapt the construction of the spectral triple by R. Sharp in [Sha12 Shal6] to our more general setting of Ruelle expansive maps. Moreover, we provide criteria such that Connes' pseudo-metric is comparable to the Wasserstein distance on probability measures.
3.1. Spectral triples. We now begin with the construction of the spectral triples. In order to do so, we will make use of the fact that preimages of Ruelle expanding maps come in pairs. Therefore recall that for any $(r, \lambda)$-expanding map $T$ the map $T^{n}$ is $\left(r / 2, \lambda^{n}\right)$-expanding. In particular, there exists an open cover $\mathscr{U}$ of $\Omega$ such that for any $n \in \mathbb{N}, U \in \mathscr{U}, x, y \in U$ and $\tilde{x} \in \Omega$ with $T^{n}(\tilde{x})=x$, there exists a unique $\tilde{y} \in \Omega$ with $T^{n}(\tilde{y})=y$ and $d\left(T^{k}(\tilde{x}),\left(T^{k}(\tilde{y})\right) \leq \lambda^{n-k} d(x, y)\right.$ for $k=0, \ldots, n$. We will refer to $\tilde{y}$ as the $n$-the preimage of $y$ adapted to $\tilde{x}$ and $U$ and set

$$
T_{\tilde{x}}^{-n}: U \rightarrow \Omega, \quad T_{\tilde{x}}^{-n}(y):=\tilde{y}
$$

In order to parametrize the set of all inverse branches, fix $x_{U} \in U$, define

$$
W_{U}^{*}:=\left\{(x, n) \in \Omega \times \mathbb{N}: T^{n}(x)=x_{U}\right\}
$$

and set $l(w):=n$ and $\tau_{w}=T_{x}^{-n}$, for $w=(x, n) \in W^{*}$.
The construction of the spectral triple starts with the $C^{*}$-algebra $A=C(\Omega, \mathbb{C})$, the space of all continuous complex valued functions defined on $\Omega$ and the Hilbert space

$$
H_{U}=\ell^{2}\left(W_{U}^{*}\right) \oplus \ell^{2}\left(W_{U}^{*}\right),
$$

for some fixed $U \in \mathscr{U}$. In here, we will write a generic element in $H$ as

$$
\bigoplus_{w \in W_{U}^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)},
$$

where $\epsilon_{i}: W_{U}^{*} \rightarrow \mathbb{C}$ are complex valued functions with $\sum_{w \in W_{U}^{*}}\left|\epsilon_{i}(w)\right|^{2}<\infty$. We now fix two arbitrary elements $x, y \in U$. For $a \in A$, the operator $L_{a}: H \rightarrow H$ is defined by

$$
L_{a}\left(\bigoplus_{w \in W^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}=\bigoplus_{w \in W^{*}}\binom{a\left(\tau_{w}(x)\right) \epsilon_{1}(w)}{a\left(\tau_{w}(y)\right) \epsilon_{2}(w)}\right.
$$

To construct the Dirac operator $D_{s}$, we fix a continuous function $J: \Omega \rightarrow(0, \infty), s \geq 0$ and set, for $w \in W_{U}^{*}$,

$$
J_{w}^{s}(x):=\prod_{k=0}^{l(w)-1}\left(J\left(T^{k}\left(\tau_{w}(x)\right)\right)\right)^{s}
$$

The operator $D_{s}$ is then defined by

$$
\begin{align*}
D_{s}: & \operatorname{Dom}\left(D_{s}\right):=\left\{\bigoplus_{w \in W^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}: \sum_{w} \frac{\left|\epsilon_{i}(w)\right|^{2}}{\rrbracket_{w}^{s}(x)^{2}}<\infty\right\} \rightarrow H_{U},  \tag{9}\\
\bigoplus_{w \in W^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)} & \mapsto \bigoplus_{w \in W^{*}} \frac{1}{J_{w}^{s}(x)}\binom{\epsilon_{2}(w)}{\epsilon_{1}(w)} .
\end{align*}
$$

It then follows immediately from the definitions that $\operatorname{Dom}\left(D_{s}\right)$ is dense in $H_{U}$ and that $\left\langle D_{s} x, y\right\rangle=$ $\left\langle x, D_{s} y\right\rangle$ for all $x, y \in \operatorname{Dom}\left(D_{s}\right)$. That is, $D_{s}$ is symmetric. By choosing an orthonormal basis of $H_{U}$, it is then easy to see that $\operatorname{Dom}\left(D_{s}\right)=\operatorname{Dom}\left(D_{s}^{*}\right)$, implying that $D_{s}$ is self-adjoint. Moreover,

$$
\left[D_{s}, L_{a}\right]\left(\bigoplus_{w \in W^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}\right)=\bigoplus_{w \in W^{*}} \frac{a\left(\tau_{w}(x)\right)-a\left(\tau_{w}(y)\right)}{J_{w}^{s}(x)}\binom{-\epsilon_{2}(w)}{\epsilon_{1}(w)}
$$

Proposition 3.1. Assume that $T$ is Ruelle expanding and that $J: \Omega \rightarrow(0, \infty)$ is a continuous function with

$$
\lim _{n \rightarrow \infty} \sup \left\{\left\|\downarrow_{w}^{s}\right\|_{\infty}: \ell(w)=n\right\}=0
$$

Then there exists $s_{0}>0$ for $x, y \in U$ for some $U \in \mathscr{U}$. Then such that $\left(H_{U}, A, D_{s}\right)$ is a spectral triple for $0<s<s_{0}$.

Proof. It is only left to show that $D_{s}$ has a compact resolvent and that there exists $s_{0}>0$ such that $\left\{a \in A:\left\|\left[D, L_{a}\right]\right\|<+\infty\right\}$ is dense in $A$ for $0 \leq s<s_{0}$.

In order to do so, observe that for $t \in \mathbb{C}$, the product structure of $D_{s}$ implies that $D_{s}-t$ id is invertible if and only if the the linear map $A_{w}:\left(z_{1}, z_{2}\right) \mapsto \rrbracket_{w}^{-s}(x)\left(z_{2}, z_{1}\right)-t\left(z_{1}, z_{2}\right)$ is invertible for all $w \in W_{U}^{*}$. Or equivalently, $t^{2} \neq \rrbracket_{w}^{-2 s}(x)$ for all $w \in W_{U}^{*}$ and $A_{w}$ has eigenvalues $\pm \rrbracket_{w}^{-s}(x)-t \neq 0$. As $\rrbracket_{w}^{s}(x) \rightarrow 0$ as $\ell(w) \rightarrow \infty$, the eigenvalues of $A_{w}^{-1}$ tend to zero as $\ell(w) \rightarrow \infty$. This implies that $\left(D_{s}-t \mathrm{id}\right)^{-1}$ is compact for $t$ in the resolvent set of $D_{s}$.

It remains to analyse $\left[D_{s}, L_{a}\right.$ ]. If $a$ is Lipschitz continuous, then

$$
\frac{\left|a\left(\tau_{w}(x)\right)-a\left(\tau_{w}(y)\right)\right|}{J_{w}(x)} \leq \operatorname{Lip}(a) \frac{d\left(\tau_{w}(x), \tau_{w}(y)\right)}{\left(\inf _{z} J(z)\right)^{s \ell(w)}} \leq \operatorname{Lip}(a)\left(\frac{\lambda}{\inf _{z} J(z)^{s}}\right)^{\ell(w)} .
$$

In particular, if $0 \leq s<s_{0}:=\log \lambda / \log \left(\inf _{z} J(z)\right)$, then $\left[D_{s}, L_{a}\right]$ is a bounded operator. The remaining assertion follows from the fact that the Lipschitz continuous functions are dense in $C(\Omega)$.

Remark 3.2. Even though the proof of Proposition 3.1 is elementary, the result gives rise to interesting observations with respect to the dimension of the ambient space $\Omega$ and the relation of $D_{s}$ to the usual derivative. Firstly, if $\Omega \subset\{1,2, \ldots k\}^{\mathbb{N}}$ is a subshift of finite type with metric

$$
\left.d\left(\left(x_{i}\right),\left(y_{i}\right)\right):=\lambda^{\min \left\{i: x_{i} \neq y_{i}\right.}\right\},
$$

then $\mathscr{U}$ consists of the cylinders of length one and the expansion rate of the shift $T$ is equal to $\lambda$. In particular, a change of metric corresponds to a change of $\lambda$ and a brief analysis of the above proof shows that ( $H_{U}, A, D_{s}$ ) is a spectral triple for any $s>0$.

On the other hand, if $\Omega$ is not zero-dimensional, then $s_{0}$ plays an essential rôle as indicated in the following basic example. Let $T: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2},(x, y) \mapsto(2 x \bmod 1,2 y \bmod 1)$ and $J=1 / 4$. Then $J$ is normalized and $d\left(\tau_{w}(x), \tau_{w}(y)\right) / \mho_{w}^{s}(x)=2^{(2 s-1)|w|} d(x, y)$. Hence, this quotient is uniformly bounded if and only if $s \in[0,1 / 2]$. Moreover, if $a \in C^{1}(\mathbb{T})$ and $h_{w}:=\tau_{w}(x)-\tau_{w}(y)$, then

$$
\begin{aligned}
\frac{a\left(\tau_{w}(x)\right)-a\left(\tau_{w}(y)\right)}{J_{w}(x)} & =2^{(2 s-1)|w|} d(x, y)\left(a^{\prime}\left(\tau_{w}(x)\right)\left(h_{w} /\left|h_{w}\right|\right)+o(1)\right) \\
& =2^{(2 s-1)|w|}\left(a^{\prime}\left(\tau_{w}(x)\right)(x-y)+d(x, y) o(1)\right)
\end{aligned}
$$

where $a^{\prime}$ denotes the usual derivative. In particular, if $s=1 / 2$, this establishes a connection between [ $D_{s}, L_{a}$ ] and $a^{\prime}$. Moreover, note that $1 / 2$ is the natural parameter in this example: the equilibrium state associated to $J$ is the two-dimensional Lebesque measure whereas $J^{1 / 2}$ corresponds to the arclength.

Now assume that, after identifying $\mathbb{T}^{2}$ with $[0,1]^{2} / \sim$, that $x-y$ is colinear to $(1,0)$ and that $a$ : $\mathbb{T}^{2} \rightarrow \mathbb{R}$ is of the form $\left(z_{1}, z_{2}\right) \mapsto f\left(z_{2}\right)$, where $f:[0,1] \rightarrow \mathbb{R}$ is continuous and $f(0)=f(1)$. Then $a \in A$, [ $D_{s}, L_{a}$ ] $=0$ and there is no uniform bound on $\max a-\min a=\max f-\min f$. Hence, the image of

$$
\left\{a \in A:\left\|\left[D_{s}, L_{a}\right]\right\| \leq 1\right\}
$$

in $A / z \mathbf{1}$ is unbounded and, therefore, a result due to Rieffel and Pavlović implies that Connes' pseudo-metric is not a metric (for a brief exposition of Connes' pseudo-metric, see |KS13, Section 2.1]). However, by considering a finite direct sum of the spectral triple, this problem can be resolved as shown in Theorem 3.4 below.
3.2. Spectral triples and their spectral metrics. In this section, we modify the above construction in order to obtain a spectral triple such that the topology of $X$ can be recovered by Connes' pseudometric. In order to do so, we assume that $T$ is a Ruelle expansive map such that the associated open cover $\mathscr{U}$ has a certain overlap, that is, for each $U \in \mathscr{U}$, there exists $V \in \mathscr{U}$ with $U \neq V$ and $U \cap V \neq 0$. Furthermore, we now fix $J: \Omega \rightarrow(0,1)$ and assume that there exists a finite set $R \subset \bigcup_{U \neq V} U \cap V$ such that the following conditions are satisfied.
(C0) $R \cap U \neq \varnothing$ for all $U \in \mathscr{U}$.
(C1) There exists $s>0$ and $C_{1}>0$ such that for all $x, y \in U \cap R, w \in W_{U}^{*}$ and $U \in \mathscr{U}$,

$$
1 / C_{1}<\frac{d\left(\tau_{w}(x), \tau_{w}(y)\right)}{J_{w}^{s}(x)}<C_{1}
$$

(C2) There exists $C_{2}$ such that, for all $x, y \in R$ and $u, v \in W^{n}$, there exist $k \in \mathbb{N}, z_{1}, \ldots z_{k} \in R$, $U_{1}, \ldots U_{k}$ and $w_{1} \in W_{U_{1}}^{n}, \ldots w_{k} \in W_{U_{k}}^{n}$ with $z_{1}=x, w_{1}=u$ and $z_{k}=y, w_{k}=v$ such that
(1) for each $j=1, \ldots k-1, \tau_{w_{j+1}}\left(z_{j+1}\right) \in \tau_{w_{j}}\left(U_{j}\right)$,
(2) $\sum_{j=1}^{k-1} d\left(\tau_{w_{j}}\left(z_{j}\right), \tau_{w_{j+1}}\left(z_{j+1}\right)\right) \leq C_{2} d\left(\tau_{u}(x), \tau_{\nu}(y)\right)$.

The motivation behind these conditions is the following. Assume that $\Omega$ is pathwise connected, that $\gamma$ is a curve in $\Omega$ and that $n \in \mathbb{N}$. Then any cover of $\gamma$ by elements of $T^{-n}(\mathscr{U})$ gives rise to a sequence of points in $T^{-n}(R)$ such that any two neighbouring points are in $\tau_{\omega}(U)$ for some $U$ and $\omega$. This then will allow to identify those $a \in C(\Omega)$ such that $\left[D^{s}, L_{a}\right]$ extends to a bounded operator.

The spectral triple under consideration is now a finite sum of those in Proposition 3.1 provided that $\mathscr{U}$ and $R$ are as above.

Definition 3.3. For $x, y \in U \in \mathscr{U}$ and $s>0$, let $D_{s}^{x, y}$ refer to the Dirac operator as in (9). We then refer to ( $H_{U}, A, D_{x, y}^{s}$ ) as the partial spectral triple, to $D_{s}^{x, y}$ as the partial Dirac operator and to

$$
\left(H, A, \mathscr{D}_{s}\right):=\left(\bigoplus_{U \in \mathscr{U}} \bigoplus_{x, y \in R \cap U, x \neq y} H_{U}, A, \bigoplus_{U \in \mathscr{U} U, y \in R \cap U, x \neq y} \bigoplus_{s}^{x, y}\right)
$$

as the global spectral triple.
With (C0) to (C2) at hand, it is then possible to relate Connes' pseudo-metric and the Wasserstein distance $W$ as defined in Definition 2.9. For a spectral triple $(H, A, D)$ and states $p, q$ of $A$, the Connes (pseudo-)metric is defined by

$$
d_{\text {spec }}(p, q):=\sup \left\{p(a)-q(a): a \in A,\left[D, L_{a}\right] \text { densely def., }\left\|\left[D, L_{a}\right]\right\| \leq 1\right\} .
$$

However, if $A$ is the $C^{*}$-algebra of continuous functions on a compact metric space, then the set of states of $A$ coincides with the set of Borel probability measures by the Riesz representation theorem. Also note that in this situation, the set of Lipschitz continuous functions is dense in $A$ and that it follows from Kantorovich's duality that

$$
W(p, q):=\sup \left\{\int a d p-\int a d q: a \in A, \operatorname{Lip}(a) \leq 1\right\} .
$$

Furthermore, observe that the metric on $X$ can be recovered through $d(x, y)=W\left(\delta_{x}, \delta_{y}\right)$, where $\delta_{x}, \delta_{y}$ refer to the Dirac measures in $x$ and $y$, respectively.
Theorem 3.4. Assume that $T: X \rightarrow X$ is a Ruelle expansive map, $X$ is a compact, metric space and $J: X \rightarrow(0, \infty)$ is continuous. If (C1) holds, then $\left(H, A, \mathscr{D}_{s_{0}}\right)$ is a spectral triple. If (C1) and (C2) hold, then

$$
C_{1}^{-1} W \leq d_{\text {spec }} \leq C_{1} C_{2} W .
$$

Proof. It follows from (C1) and the expansiveness of $T$ that

$$
ป_{w}^{s}(x) \leq C_{1} d\left(\tau_{w}(x), \tau_{w}(y)\right) \rightarrow 0 \text { as } \ell(w) \rightarrow \infty .
$$

It follows from this as in the proof of Proposition 3.1 that $\mathscr{D}_{s_{0}}$ has a compact resolvent. So it remains to analyse $\left[\mathscr{D}_{s_{0}}, L_{a}\right]$. As it easily can be seen,

$$
\left\|\left[\mathscr{D}_{s}, L_{a}\right]\right\|=\sup \left\{\frac{\left|a\left(\tau_{w}(x)\right)-a\left(\tau_{w}(y)\right)\right|}{J_{w}^{s}(x)}: x, y \in U \cap R, w \in W^{*}, U \in \mathscr{U}\right\} .
$$

Hence, if $a$ is Lipschitz continuous then (C1) implies that for all $s \in\left(0, s_{0}\right], x, y \in U \cap R, w \in W_{U}^{*}$ and $U \in \mathscr{U}$,

$$
\frac{\left|a\left(\tau_{w}(x)\right)-a\left(\tau_{w}(y)\right)\right|}{J_{w}^{s}(x)} \leq \operatorname{Lip}(a) \frac{d\left(\tau_{w}(x), \tau_{w}(y)\right)}{J_{w}^{s}(x)} \leq C_{1} \operatorname{Lip}(a)
$$

where $\operatorname{Lip}(a)$ refers to the Lipschitz constant of $a$. Hence, $\left\|\left[\mathscr{D}_{s}, L_{a}\right]\right\| \leq C_{1} \operatorname{Lip}(a)$. This proves that $\left(H, A, \mathscr{D}_{s_{0}}\right)$ is a spectral triple.

On the other hand, if $a \in C(\Omega)$ is such that $\left[\mathscr{D}_{s}, L_{a}\right]$ is a bounded operator, then

$$
\begin{equation*}
\left|a\left(\tau_{w}(x)\right)-a\left(\tau_{w}(y)\right)\right| \leq\left\|\left[D^{s}, L_{a}\right]\right\| \Downarrow_{w}^{s}(x) \tag{10}
\end{equation*}
$$

for all $x, y \in U \cap R$, and $w \in W_{U}^{*}$ and $U \in \mathscr{U}$. So assume that $x, y \in \Omega$ and that $\epsilon>0$. By uniform continuity of $a$, there exists $\delta>0$ such that $d(z, \tilde{z})<\delta$ implies $|a(z)-a(\tilde{z})|<\epsilon$. Now choose $n \in \mathscr{N}$ such that $\operatorname{diam}\left(\tau_{w}(U)\right) \leq \delta$ for all $w$ with $\ell(w)=n$. It then follows from condition (C2) there are $z_{1}, \ldots z_{k}$ and $w_{1}, \ldots w_{k}$ satisfying the conditions in (C2) and such that $d\left(x, z_{1}\right), d\left(z_{k}, y\right)<\delta$. Hence,

$$
\begin{aligned}
d(x, y) & \geq d\left(\tau_{u_{1}}\left(z_{1}\right), \tau_{u_{k}}\left(z_{k}\right)\right)-2 \delta \geq \frac{1}{C_{2}} \sum_{j=1}^{k-1} d\left(\tau_{w_{j}}\left(z_{j}\right), \tau_{w_{j+1}}\left(z_{j+1}\right)\right)-2 \delta \\
& \geq \frac{1}{C_{1} C_{2}} \sum_{j=1}^{k-1} \unlhd_{w_{j}}^{s_{0}}\left(z_{j}\right)-2 \delta
\end{aligned}
$$

The estimate combined with (10) then implies that

$$
\begin{aligned}
|a(x)-a(y)| \leq & \left|a(x)-a\left(\tau_{u_{1}}\left(z_{1}\right)\right)\right|+\sum_{j=1}^{k-1}\left|a\left(\tau_{w_{j}}\left(z_{j}\right)\right)-a\left(\tau_{w_{j+1}}\left(z_{j+1}\right)\right)\right| \\
& +\left|a\left(\tau_{u_{1}}\left(z_{1}\right)\right)-a(y)\right| \\
\leq & \left\|\left[\mathscr{D}_{s}, L_{a}\right]\right\| \sum_{j=1}^{k-1} ป_{w_{j}}^{s_{0}}\left(z_{j}\right)+2 \epsilon \leq C_{1} C_{2}(d(x, y)+2 \delta)+2 \epsilon .
\end{aligned}
$$

As $\epsilon$ can be arbitrarily chosen, we obtain that $\operatorname{Lip}(a) \leq C_{1} C_{2}$.
Note that the above theorem is applicable to the second example in Remark 3.2. Namely it suffices to define $\mathscr{U}$ as the set open squares of the form $(x, x+1 / 2) \times(y, y+1 / 2)$ for $x, y \in\{0,1 / 4,1 / 2,3 / 4\}$ and $R=\{(k / 8, l / 8): k, l=1,3,5,7\}$. For a more interesting example, we refer to section 3.4
3.3. Subshifts of finite type. The motivation of this section is to obtain an analogous result for totally disconnected spaces. The applications we have in mind are conformal graph directed Markov systems (see MU03) with a totally disconnected limit set. However, in order to omit the details, we only formulate the result in terms of shift spaces. Therefore, we now recall the definition of a topologically mixing subshift of finite type.

Definition 3.5. Assume that $\mathscr{A}=\{1, \ldots, k\}$ for some $k>1, B=\left(a_{i j}\right) \in\{0,1\}_{k \times k}$ and set

$$
\Omega:=\left\{\left(x_{i}: i \in \mathbb{N} \cup\{0\}\right): x_{n} \in \mathscr{A}, \mathbf{1}_{i}\left(x_{n}\right) \mathbf{1}_{j}\left(x_{n+1}\right) \leq a_{i j} \forall i, j \in \mathscr{A}, n \in \mathbb{N} \cup\{0\}\right\} .
$$

We then say that $(\Omega, T)$ is a subshift of finite type, where $T$ is the shift map $T\left(x_{1}, x_{2}, \ldots\right):=\left(x_{2}, x_{3}, \ldots\right)$. In this setting, we refer to $\mathscr{A}$ as the alphabet or the set of states. Moreover, we say that the subshift of finite type is aperiodic if there exists $n_{0} \in \mathbb{N}$ such that all coordinate of $B^{n_{0}}$ are strictly positive.

Recall that, as it is well known, $T$ is topologically mixing if and only if $A$ is aperiodic. Furthermore, $d\left(\left(x_{i}: i \geq 0\right),\left(y_{i}: i \geq 0\right)\right):=2^{-\min \left\{i: x_{i} \neq y_{i}\right\}}$ defines a metric on $\Omega$ such that $(\Omega, d)$ is compact and totally disconnected and $T: \Omega \rightarrow \Omega$ is Ruelle expanding with parameter $1 / 2$.

We now fix $J: \Omega \rightarrow(0, \infty)$ such that $g:=\log J$ is $\omega_{0, \beta l o g}$-Hölder for some $\beta>1$ and that $\rho_{g}=1$, with $\rho_{g}$ given by Proposition 2.4. We now use the results in Section 2 in order to define a new metric. That is, with $m_{g}$ given by Corollary 2.12 assume that $x, y \in \Omega$ with $d(x, y)=2^{-k}<1$. That is, the first $k$ coordinates of $x$ and $y$ coincide whereas the $(k+1)$-th are different. In particular,

$$
d_{m_{g}}(x, y):=m_{g}\left(\left\{\left(z_{i}\right): z_{i}=x_{i} \text { for } i=0,1, \ldots, k-1\right\}\right)=m_{g}\left(\left\{z: d(x, z) \leq 2^{-k}\right\}\right)
$$

satisfies $d_{m_{g}}(x, y)=d_{m_{g}}(y, x)$. Furthermore, if $d(x, y)=1$, set $d_{m_{g}}(x, y)=1$. It now follows immediately from the definition that $d_{m_{g}}$ satisfies the triangle inequality. A further important ingredient is (2) which implies that $g_{k}(x)=g_{k}(y)$ whenever $d(x, y) \leq 2^{-k}$. Hence, as $m_{g}$ is a conformal measure, it follows that

$$
m_{g}\left(T^{k}(A)\right)=\int_{A} \frac{1}{g_{k}(x)} d m_{g}
$$

for any $A$ such that $T^{k}$ is bimeasurable on $A$. In particular, (2) implies that

$$
\begin{equation*}
m_{g}\left(\left\{z: d(x, z) \leq 2^{-k_{k}}\right\}\right)=e^{g_{k}(x)} \tag{11}
\end{equation*}
$$

Finally, as $\mathscr{L}_{\bar{g}}^{n_{0}}(\mathbf{1})=\mathbf{1}$, it follows that $\sup \bar{g}_{n_{0}}<0$. In particular, sup $g_{k} \rightarrow-\infty$, which implies that $d(x, y)=0$ if and only if $x=y$. Hence, $d_{m_{g}}$ is a metric. With respect to this metric, the following holds.

Theorem 3.6. Assume that $(\Omega, T)$ is a topologically mixing subshift of finite type, that $\log J$ is a $\omega_{0, \beta \log }{ }^{-}$ Hölder continuous potential for some $\beta>1$ and that $\rho_{\log J}=1$. Moreover, assume that $R \subset \Omega$ is a finite set such each cylinder of length (i.e. ball of radius 1/2) contains precisely two elements. Then ( $H, A, \mathscr{D}_{1}$ ) is a spectral triple and $d_{\text {spec }}=W_{d_{m_{g}}}$, where $W_{d_{m_{g}}}$ refers to the Wasserstein distance with respect to $d_{m_{g}}$.
Proof. Observe that (11) implies Condition (C1) of Theorem3.4. Hence, $\left(H, A, \mathscr{D}_{1}\right)$ is a spectral triple. We omit the proof of the remaining statement as it is significantly simpler than the one in Theorem 3.4
3.4. A spectral triple associated to the Sierpinski gasket. We now give an example of a spectral triple associated to a connected fractal set, for which Connes' pseudometric in fact is a metric, in contrast to the example given in Remark 3.2

Instead of working directly with the Sierpinski gasket, we consider 4 copies of this well known fractal, placed on the regular octohedron as illustrated in Figure 3.4. The reason for this procedure stems from the fact that we want to define the Sierpinski gasket as a repeller of a Ruelle expanding map which only is possible after taking care of the three extremal points of the standard Sierpinski gasket. That is, with $\Delta_{1}$ to $\Delta_{4}$ referring to the copies of the standard Sierpinski gasket and endpoints


Figure 1. An expanding map on the union of 4 Sierpinski gaskets
$x_{1}$ to $x_{6}$ as indicated in Figure 3.4 we define $T: X \rightarrow X$, where $X:=\bigcup_{i=1}^{4} \triangle_{i}$, to be the piecewise, orientating preserving similarity which expands distances by 2 such that

$$
x_{1} \mapsto x_{3}, x_{2} \mapsto x_{2}, x_{3} \mapsto x_{1}, x_{4} \mapsto x_{4}, x_{5} \mapsto x_{6}, x_{6} \mapsto x_{5} .
$$

In terms of the action on $\triangle_{i}$, this means that

$$
\Delta_{1} \mapsto \bigcup_{i \neq 1} \Delta_{i}, \Delta_{2} \mapsto \bigcup_{i \neq 4} \Delta_{i}, \Delta_{3} \mapsto \bigcup_{i \neq 3} \Delta_{i}, \Delta_{4} \mapsto \bigcup_{i \neq 4} \Delta_{i} .
$$

It is now straightforward to check that, that $T$ is continuous and that each point has three preimages. We now show how to apply Theorem 3.4 Let $d$ refer to the geodesic metric $X$, that is the distance between two points is the Euclidean length of the shortest path between these points (as in, e.g., [CIL08]). Furthermore, let $U_{i}$ be the $\epsilon$-neighbourhood of $\triangle_{i}$ for $\epsilon$ sufficiently small such that $\left.T\right|_{U_{i}}$ is a homeomorphism. In particular, the connected components of $U_{i} \cap U_{j}$ are then open balls of radius $\epsilon$ whose centers are elements of $R=\left\{x_{1}, \ldots x_{6}\right\}$.

We now consider the constant function $J=1 / 3$ and the action of $\mathscr{L}_{\log J}$ on $C(X)$. As each $x \in X$ has three preimages, we have that $\mathscr{L}_{\log J}(\mathbf{1})=\mathbf{1}$. Moreover, as $\tau_{w}$ contracts by $2^{-\ell(w)}$ and $J$ is constant, it follows that

$$
d\left(\tau_{w}(x), \tau_{w}(y)\right)=d(x, y) 2^{-\ell(w)}=d(x, y) \rrbracket_{w}^{\log 2 / \log 3}(x)
$$

for any $x, y \in R \cap U_{i}$ and $w \in W_{U_{i}}^{*}$ and $i=1, \ldots 4$. Hence, hypothesis ( C 1 ) is satisfied with respect to $s=\log 2 / \log 3$. In order to verify (C2), we make use of the fact that the Sierpinski gasket is a geodesic space. That is, the distance between two points is defined as infimum over all path lengths of paths from $x$ to $y$ and this infimum is realized by a curve, referred to as geodesic, from $x$ to $y$. In particular, , for $x, y \in T^{-n}(R)$, there exists a curve in $X$ from $x$ to $y$ which realizes the (geodesic) distance between $x$ and $y$. Moreover, this curve has subsequent visits to elements of $T^{-n}(R)$. This then defines a sequence $z_{1}, \ldots z_{k} \in T^{-n}(R)$ and $w_{1}, \ldots w_{k} \in W^{n}$ such that in fact

$$
d(x, y)=\sum_{j=1}^{k-1} d\left(\tau_{w_{j}}\left(z_{j}\right), \tau_{w_{j+1}}\left(z_{j+1}\right)\right)
$$

Hence, Theorem 3.4 is applicable and one obtains that the spectral metric associated to the global spectral triple is comparable to the Wasserstein distance.

Remark 3.7. We now give a brief comparison with the construction of a spectral triple of Christensen, Ivan and Lapidus in [CIL08] for the Sierpinski gasket. In there, the authors start with the construction of a spectral triple on the unit interval based on the observation that the usual derivative acts as a multiplication operator on a Fourier series. After that, the spectral triple on the gasket is obtained as an infinite direct product of scaled copies of this initial triple.

The approach in here is different as it is based on a difference operator instead of a derivative. Hence, it is natural to work here with Lipschitz functions instead of square integrable functions. Due to Kantorovich's duality, the proof that the spectral metric is equivalent to the ambient metric becomes elementary (cf. Theorems 3.4 and 3.6. Furthermore, it follows as in [IL08 that the Hausdorff measure can be recovered by identifying the Dixmier trace of $L_{a}\left|D_{0}\right|^{-1}$ with the integral of $a$ (see Corollaries 4.2 and 4.3 below).

## 4. Dixmier Trace Representation of Gibbs Measures

We now analyse spectral triples for a given function $J: \Omega \rightarrow(0,1)$ of higher regularity and determine the Dixmier trace of $L_{a}\left|D_{s}\right|^{-1}$, with $L_{a}$ and $D_{s}$ as defined in (9). In here, we do not necessary require that $L_{a}$ and $D_{s}$ belong to a spectral triple, which allows to include the following combinations of Ruelle expansive maps and functions $\log J$ of lower regularity.
(E) Assume that $T: \Omega \rightarrow \Omega$ is topologically mixing. Furthermore, assume that $T$ is either Ruelle expanding and $\log J$ is $\omega_{0, \beta \log }$-Hölder continuous for some $\beta>1$, or $T$ is Ruelle expansive with contraction rate $t\left(1+n t^{-1 / \beta}+n\right)^{-\beta}$ and $\log J$ is $\omega_{\alpha, 0 \log }$-Hölder with $\alpha \beta>1$, respectively.
Note that it follows from the results in Section 2 that under these conditions the pressure function

$$
P(s):=\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathscr{L}_{s \log J}^{n}(\mathbf{1})\left(z_{0}\right),
$$

is well defined and does not depend on $z_{0} \in \Omega$. Moreover, if $P(s)$ is finite, then $\rho_{s}:=\exp (P(s))$ is the spectral radius of the action of $L_{s \log J}$ on the space of $\omega^{\dagger}$-Hölder continuous functions with $\omega^{\dagger}=$ $\omega_{0,(\beta-1) \log }$ or $\omega^{\dagger}=\omega_{\alpha-1 / \beta, \log }$, respectively.

Now assume that $h_{s}, \mu_{s}$ and $m_{s}$ are constructed as in (7) and Corollaries 2.10 and 2.12 for the potential $s \log J$. As $T$ is locally invertible and the preimages of the covering $\mathscr{U}$ generate the Borel $\sigma$-algebra, it follows from the Rokhlin formula for the Kolmogorov-Sinai entropy $\mathfrak{h}\left(\mu_{s}\right)$ that

$$
\begin{aligned}
\mathfrak{h}\left(\mu_{s}\right) & =\int \log \frac{d \mu_{s} \circ T}{d \mu_{s}} d \mu_{s}=\int-s \log (J)-\log h_{s}+\log h_{s} \circ T+P(s) d \mu_{s} \\
& =P(s)-s \int \log (J) d \mu_{s} .
\end{aligned}
$$

Theorem 4.1. Assume that $(E)$ holds and that, for some $\delta>0, P(\delta)=0$ and $\mathfrak{h}\left(\mu_{\delta}\right)>0$. Then for any $\omega^{\dagger}$-Hölder continuous and positive function a and $x \in \Omega$,

$$
\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{\delta}\right|^{-1}\right)=\frac{2 h_{\delta}(x)}{\delta \mathfrak{h}\left(\mu_{\delta}\right)} \int a d m_{\delta}
$$

Note that the Rokhlin formula provides a simple condition for $\mathfrak{h}\left(\mu_{\delta}\right)>0$. Namely, as $P(\delta)=0$, it follows that $\delta \int \log J d \mu=-\mathfrak{h}\left(\mu_{\delta}\right)$. In particular, $\mathfrak{h}\left(\mu_{\delta}\right)>0$ whenever $J<1$. The proof of the following result is based on this observation and also indicates that the noncommutative integral only is nontrivial for a single choice of the parameter $s$.
Corollary 4.2. Assume that (E) holds and that $J<1$. Then there exists a unique $\delta_{0}>0$ such that $P\left(\delta_{0}\right)=0$. Moreover, for any $\omega^{\dagger}$-Hölder continuous function a with $a \geq 0, a \neq 0, x \in \Omega$ and $s \geq 0$,

$$
\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{s}\right|^{-1}\right)= \begin{cases}\infty & : 0 \leq s<\delta_{0} \\ \frac{2 h_{\delta}(x)}{\delta \mathfrak{h}\left(\mu_{\delta}\right)} \int a d m_{\delta} & : s=\delta_{0} \\ 0 & : s>\delta_{0}\end{cases}
$$

Proof. We first prove that $T$ is non-invertible. So assume that $T$ is invertible. It then follows from the contraction along preimages, that

$$
\operatorname{diam}(\Omega)=\operatorname{diam}\left(T^{-n}(\Omega)\right) \leq \sum_{U \in \mathscr{U}} \operatorname{diam}\left(T^{-n}(U)\right) \xrightarrow{n \rightarrow \infty} 0,
$$

which is absurd. Hence, $T$ is non-invertible and there exists $x \in \Omega$ with at least two preimages. Furthermore, as $T$ is topologically mixing, there is $n_{0}$ such that $\# T^{-n_{0}}(\{x\}) \geq 2$ for all $x \in \Omega$, which implies that $P(0) \geq \log 2 / n_{0}>0$.

Moreover, it follows from Lemma 4.5 that $P^{\prime}(s) \leq \max (\log J)<0$. Hence, there exists a unique $\delta_{0}>0$ with $P\left(\delta_{0}\right)=0$. As $\mathfrak{h}\left(\mu_{\delta_{0}}\right)>0$ by Rokhlin's formula, Theorem4.1 is applicable and provides the statement for $s=\delta_{0}$.

It hence remains to prove the cases for $s \neq \delta_{0}$. In order to do so, note that for $s>\delta$, it follows from $\rho^{s}<1$ that $\sum_{n=1}^{\infty} \mathscr{L}_{s \log J}^{n}(a)<\infty$. By applying Theorem4.4 it then follows as in the proof of Theorem 4.1 that $\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{s}\right|^{-1}\right)=0$ for $s>\delta$.

On the other hand, note that it follows from the fact that the support of $m_{\delta}$ is $\Omega$, that $\int a d m_{\delta}>0$. Hence, by Theorem 4.1 $\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{s}\right|^{-1}\right) \geq \operatorname{Tr}_{\omega}\left(L_{a}\left|D_{\delta}\right|^{-1}\right)>0$ for $s<\delta_{0}$. It immediately follows from this that $\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{s}\right|^{-1}\right)=\infty$ for $s<\delta_{0}$.

We give a further application of Theorem 4.1 to normalized potentials, that is $\mathscr{L}_{\log J}(\mathbf{1})=\mathbf{1}$. In the next corollary $\mu$ refers to the equilibrium state associated to $\log J$.
Corollary 4.3. Assume that (E) holds and that $\log J$ is normalized. Then $\delta=1$ is the unique root of $P(s)$ for $s \geq 0$, the non-commutative integral $a \rightarrow \operatorname{Tr}_{\omega}\left(L_{a}\left|D_{s}\right|^{-1}\right)$ is non-trivial only for $s=1$ and, for any $\omega^{\dagger}$-Hölder continuous and positive function $a$ and $x \in \Omega$,

$$
\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{1}\right|^{-1}\right)=\frac{2}{\mathfrak{h}(\mu)} \int a d \mu
$$

Proof. Observe that it follows from the proof of Corollary 4.2 that there exists $n_{0}$ such that $\# T^{-n_{0}}\{x\} \geq$ 2 for all $x \in \Omega$. As $\log J$ is normalized, this implies that $\prod_{k=0}^{n_{0}-1} J \circ T^{k}(x)<1$ for all $x \in \Omega$. The result then follows from applying Corollary 4.2 to $T^{n_{0}}$.
4.1. Proof of Theorem 4.1 The remaining part of this section is devoted to the proof of Theorem 4.1 For the proof of this theorem, it is crucial to understand the spectrum of $L_{a}\left|D_{s}\right|^{-1}$. As the absolute value of $\left(\epsilon_{1}, \epsilon_{2}\right) \mapsto\left(\epsilon_{2}, \epsilon_{1}\right)$ is the identity, it follows that

$$
L_{a}\left|D_{s}\right|^{-1}\left(\bigoplus_{w \in W^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}\right)=\bigoplus_{w \in W^{*}}\binom{a\left(\tau_{w}(x)\right) \rrbracket_{w}^{s}(x) \epsilon_{1}(w)}{a\left(\tau_{w}(y)\right) \rrbracket_{w}^{s}(x) \epsilon_{2}(w)}
$$

In particular, $L_{a}\left|D_{s}\right|^{-1}$ has pure point spectrum and each element of the spectrum is of the form $a\left(\tau_{w}(x)\right) \rrbracket_{w}^{s}(x)$ or $a\left(\tau_{w}(y)\right) \rrbracket_{w}^{s}(x)$. In order to determine the Dixmier trace, we consider the $\zeta$ - functions

$$
\zeta_{+}(s)=\sum_{k=1}^{\infty} \sum_{\substack{w \in W^{*} \\ l(w)=k}} a\left(\tau_{w}(x)\right) \boxtimes\left(\tau_{w}(x)\right)^{s}, \quad \zeta_{-}(s)=\sum_{k=1}^{\infty} \sum_{\substack{w \in W^{*} \\ l(w)=k}} a\left(\tau_{w}(y)\right) \mathbb{J}\left(\tau_{w}(x)\right)^{s}
$$

The relation to the Dixmier trace is now given by the following version of the Hardy-Littlewood Tauberian theorem which can be found in [Con94], Chapter IV.2, Prop. 4 (see also [Shal2]).

Theorem 4.4. Assume that $\left(b_{n}\right)$ is a decreasing sequence of positive numbers. Then the following statements are equivalent.
(1) $\lim _{s \rightarrow 1+}(s-1) \sum_{k=1}^{\infty} b_{k}^{s}=1$.
(2) $\lim _{n \rightarrow \infty} \frac{1}{\log n} \sum_{k=1}^{n} b_{k}=1$.

In particular, we have for $c>0$ and $\delta>0$ that
(1) $\lim _{s \rightarrow \delta+}(s-\delta) \sum_{k=1}^{\infty} b_{k}^{s}=c \delta$,
(2) $\lim _{n \rightarrow \infty} \frac{1}{\log n} \sum_{k=1}^{n} b_{k}^{\delta}=c$
are equivalent. We now assume that $\min a \geq 1$. As this implies that $\left\|a^{s-\delta}-1\right\|_{\infty} \rightarrow 0$ as $s \rightarrow \delta+$, it follows that $\lim _{s \rightarrow \delta+}(s-\delta)\left(\zeta_{+}(s)+\zeta_{-}(s)\right)=c$ for some $c>0$ implies that

$$
\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{\delta}\right|^{-1}\right)=\lim _{n \rightarrow \infty} \frac{1}{\log n} \sum_{k=1}^{n} b_{k}=\frac{c}{\delta},
$$

where the $b_{n}$ refer to the $n$-th largest eigenvalue of $L_{a}\left|D_{\delta}\right|^{-1}$ up to multiplicity. Hence, it suffices to determine $c$. However, as

$$
\begin{aligned}
\zeta_{+}(s)+\zeta_{-}(s) & =\sum_{w \in W^{*}}\left(a\left(\tau_{w}(x)\right)+a^{s}\left(\tau_{w}(y)\right)\right) \cup\left(\tau_{w}(x)\right)^{s} \\
& =2 \sum_{n=1}^{\infty} \mathscr{L}_{s \log J}^{n}(a)(x)+\sum_{w \in W^{*}}\left(a\left(\tau_{w}(y)\right)-a\left(\tau_{w}(y)\right)\right) \unlhd\left(\tau_{w}(x)\right)^{s} \\
& =: 2 \sum_{n=1}^{\infty} \mathscr{L}_{s \log J}^{n}(a)(x)+R(s),
\end{aligned}
$$

it remains to understand the asymptotics of $(s-\delta) \sum_{n} \mathscr{L}_{s \log J}^{n}(a)$ and $(s-\delta) R(s)$.
Step 1. The asymptotics of $(s-\delta) \zeta_{+}(s)$. In order to do so, we apply the results from Section 2 Set $\mathscr{L}_{s}:=\mathscr{L}_{s \log J}$ and let $\rho_{s}, h_{s}, m_{s}$ and $\mu_{s}$ refer to the objects given by Proposition 2.4 (7) and Corollary 2.10. In particular, it follows from Theorem 2.13 that they vary continuously in $s$ and that for any $n$ sufficiently large,

$$
\left|\frac{\mathscr{L}_{s}^{n}(a)}{\rho_{s}^{n} h_{s}}-m_{s}(\varphi)\right| \leq \kappa \frac{\operatorname{Höl}_{\omega^{\dagger}}(a)}{\left(c_{s}+n\right)^{\gamma}},
$$

where $\kappa$ only depends on $T$ and $c_{s}>1$ is continuous in $s$ by Theorem 2.5. We now show that $\rho_{s}<1$ for $s>\delta$ sufficiently close to $\delta$.

Lemma 4.5. Assume that $\gamma>0$. Then $P(s)$ is differentiable and $d P(s) / d s=\int(\log J) d \mu_{s}$.
Proof. We now write $A:=\log J$. It follows from Corollary 2.12 that for each $\omega^{\dagger}$-Hölder continuous function $f$,

$$
\left\|\mathscr{L}_{s}(a) / \mathscr{L}_{s}(\mathbf{1})-m_{s}(f)\right\|_{\infty} \leq \kappa \operatorname{Höl}_{\omega^{\dagger}}(f) e^{\kappa C_{s A}} n^{-\gamma} .
$$

The uniform estimate above now implies that

$$
\begin{aligned}
\frac{d}{d s} \log \frac{1}{n} \mathscr{L}_{s}^{n}(\mathbf{1})\left(z_{0}\right) & =\frac{1}{n} \frac{\sum_{\sigma^{n}(x)=z_{0}} A_{n}(x) e^{s A_{n}(x)}}{\mathscr{L}_{s A}^{n}(\mathbf{1})\left(z_{0}\right)}=\frac{\mathscr{L}_{s}^{n}\left(\frac{1}{n} A_{n}\right)\left(z_{0}\right)}{\mathscr{L}_{s}^{n}(\mathbf{1})\left(z_{0}\right)} \\
& =\frac{1}{n} \int A_{n} d m_{s} \pm \kappa n^{-\gamma} \mathrm{Höl}_{\omega^{\dagger}}(A) \\
& =\frac{1}{n} \sum_{j=0}^{n-1} \int A \circ T^{j} d m_{s} \pm \kappa n^{-\gamma} \operatorname{Höl}_{\omega^{\dagger}}(A) \\
& =\frac{1}{n} \sum_{j=0}^{n-1} \int A \rho_{s}^{-j} \mathscr{L}_{s A}^{j}(\mathbf{1}) d m_{s} \pm \kappa n^{-\gamma} \operatorname{Höl}_{\omega^{\dagger}}(A) .
\end{aligned}
$$

As $\mathscr{L}_{s A}^{j}(\mathbf{l}) / \rho_{s}^{-j}$ converges uniformly to $h_{s}$, it follows that

$$
\frac{d}{d s} \log \frac{1}{n} \mathscr{L}_{s A}^{n}(\mathbf{1})\left(z_{0}\right) \xrightarrow{n \rightarrow \infty} \int A h_{s} d m_{s}
$$

uniformly for $s=s_{0} \pm \epsilon$, for $s_{0}>0$ and $\epsilon>0$ sufficiently small. Hence, the right hand side coincides with the derivative of the pressure function.

Note that $P(\delta)=0$ implies that $\mathfrak{h}\left(\mu_{\delta}\right)=-\delta \int A d \mu_{\delta}>0$. As $\mu_{s}$ varies continuously in $s$, it hence follows that $P^{\prime}(s)<0$ for $\delta<s<\delta+\epsilon$ for $\epsilon$ sufficiently small. Hence, $P(s)$ is strictly decreasing in $[\delta, \delta+\epsilon]$ and, therefore, $\lambda_{s}<1$ for $s \in(\delta, \delta+\epsilon]$. In particular,

$$
\begin{aligned}
(*) & :=\left|(s-\delta) \zeta_{+}(s)-\frac{\rho_{s}(s-\delta)}{1-\rho_{s}} h_{s}(x) m_{s}(a)\right|=(s-\delta)\left|\sum_{n=1}^{\infty} \mathscr{L}_{s}^{n}(a)(x)-\rho_{s}^{n} h_{s}(x) m_{s}(a)\right| \\
& \leq \operatorname{Höl}_{\omega^{\dagger}}(a) \kappa\left\|h_{s}\right\|_{\infty}(s-\delta) \sum_{n=1}^{\infty} \rho_{s}^{n}\left(c_{s}+n\right)^{-\gamma} .
\end{aligned}
$$

Now assume that $\gamma>1$. As $\lim _{s \rightarrow \delta+} \rho_{s}=1$, it follows that $\lim _{s \rightarrow \delta+} \sum_{n} \rho_{s}^{n}\left(c_{s}+n\right)^{-\gamma}$ exists and is finite by an application of Abel's theorem. Hence, the right hand side tends to 0 as $s \rightarrow \delta+$. On the other hand, if $0<\gamma<1$, it follows from a lengthy calculation with the Taylor expansion of $(1-x)^{\gamma-1}$ that for $0 \leq t<1$,

$$
\sum_{n=1}^{\infty} t^{n} n^{-\gamma} \leq \frac{e^{(1-\gamma)^{2} \pi^{2} / 12}}{1-\gamma}\left((1-t)^{\gamma-1}-1\right)
$$

In particular, it follows for $0<\gamma<1$ from this estimate, Lemma4.5 and the continuity of $h_{s}$ that

$$
\begin{aligned}
\limsup _{s \rightarrow \delta+}(*) & \leq \operatorname{Höl}_{\omega^{\dagger}}(a) \kappa \lim _{s \rightarrow \delta+}\left(\frac{s-\delta}{\lambda_{s}-1}\left\|h_{s}\right\|_{\infty}\right) \lim _{t \rightarrow 1-}(1-t) \sum_{n=1}^{\infty} t^{n} n^{-\gamma} \\
& \ll \operatorname{Höl}_{\omega^{\dagger}}(a)\left\|h_{\delta}\right\|_{\infty}\left(-\int \log J d \mu_{\delta}\right)^{-1} \lim _{t \rightarrow 1-}(1-t)^{\gamma}=0 .
\end{aligned}
$$

This implies that $\lim _{s \rightarrow \delta+}(*)=0$. Hence,

$$
\begin{equation*}
\lim _{s \rightarrow \delta+}(s-\delta) \zeta_{+}(s)=-h_{\delta}(x) m_{\delta}(a) \lim _{s \rightarrow \delta+} \frac{s-1}{e^{P(s)}-1}=-\frac{h_{\delta}(x) \int a d m_{\delta}}{\mathfrak{h}\left(\mu_{\delta}\right)} \tag{12}
\end{equation*}
$$

Step 2. The asymptotics of $\left(s-\delta_{0}\right) R(s)$. Let $c_{n}$ refer to the contraction rate of $T$. As already shown in Section 2 it holds in both cases that $\omega^{\dagger}\left(c_{n}\right) \ll n^{-\gamma}$. Hence, for $s>\delta_{0}$

$$
\begin{aligned}
R(s) & \leq \operatorname{Höl}_{\omega^{\dagger}}(a) \sum_{n=1}^{\infty} \omega^{\dagger}\left(c_{n}\right) \mathscr{L}_{s}^{n}(\mathbf{1}) \ll \operatorname{Höl}_{\omega^{\dagger}}(a) \sum_{n=1}^{\infty} \mathscr{L}_{s}^{n}(\mathbf{1}) n^{-\gamma} \\
& \ll \operatorname{Höl}_{\omega^{\dagger}}(a) \sum_{n=1}^{\infty} \lambda_{s}^{n} n^{-\gamma} .
\end{aligned}
$$

It then follows from the same argument as above that $\lim _{s \rightarrow \delta+}(s-1) R(s)=0$. This proves the theorem for $a>0$. The general case then follows by considering $a+1$.

## 5. Examples and counterexamples

In this section, we discuss the existence of spectral triples and the representation of the Dixmier trace as in Theorem4.1. As a first class of examples, we consider topologically mixing Ruelle expanding maps, equipped with a normalized potential $\log J$, which is $\omega_{0, \beta l o g}$-Hölder continuous for some $\beta>1$. In particular, it follows from Proposition 3.1 that ( $H_{U}, A, D_{s}$ ) is a spectral triple for each $s \in\left(0, s_{0}\right)$, with $s_{0}$ given by Proposition 3.1. On the other hand, as the representation as a Dixmier trace only holds for the single parameter $\delta=1$ (cf. Corollary 4.3 it is natural to ask in which cases a spectral triple comes with a non-commutative integral with the same exponent.

However, the examples and results given above suggest that the relation between $s_{0}$ and $\delta$ is related to the topological dimension of $\Omega$. For subshifts of finite type, it is shown in Remark 3.2 that $s_{0}=\infty$. Hence, one may choose $s=1$ and obtains a spectral triple with a Dixmier trace representation of the equilibrium state. Moreover, by applying Theorem 3.6 it follows that after a change of metric, the spectral metric coincides with the Wasserstein distance with respect to the new metric. Or in other words, if $\Omega$ is a Cantor set, then there exist spectral triples with strong properties.

If, on the other hand, the space is connected, the situation might be different. As shown in Section 3.4 there exists a spectral triple for the parameter $s=\log 2 / \log 3$ whose spectral metric coincides with Wasserstein distance. Moreover, by going through the proof of Theorem 3.4 it follows
that $\left(H_{U}, A, D_{s}\right)$ no longer is a spectral triple for $s>\log 2 / \log 3$. However, as the potential is normalized, the Dixmier representation only holds for $s=1$.

Hence, from a general point of view, it seems that spectral triples and their spectral metric are associated to curve length whereas the Dixmier trace reflects a kind of volume.
5.1. The Dyson potential. We now discuss an example from statistical mechanics and do not require that the potential is normalized. That is, we consider $\Omega:=\{-1,1\}^{\mathbb{N}}$ equipped with the shift $\operatorname{map} T\left(\right.$ i.e. $\left.T\left(\left(x_{i}: i \geq 1\right)\right)=\left(x_{i}: i \geq 2\right)\right)$ and the metric $d\left(\left(x_{i}: i \geq 1\right),\left(y_{i}: i \geq 1\right)\right):=2^{-\min \left\{i: x_{i} \neq y_{i}\right\}}$. Note that this implies that $T$ is uniformly expanding and $c_{n}(t)=2^{-n} t$. For $\alpha>1$, we then refer to

$$
\Phi\left(\left(x_{i}: i \geq 1\right)\right)=x_{1} \sum_{n=1}^{\infty} n^{-\alpha} x_{n+1}
$$

as the Dyson potential due to the similarity to Dyson's model of ferromagnetism. We now determine the regularity of $\Phi$. So assume that $d(x, y) \leq 2^{-k}$ for $k>1$. Then $x_{j}=y_{j}$ for $j=1, \ldots k-1$ and

$$
|\Phi(x)-\Phi(y)| \leq \sum_{n=1}^{\infty}\left|x_{n+1}-y_{n+1}\right| n^{-\alpha} \leq 2 \sum_{n \geq k} n^{-\alpha} \ll k^{1-\alpha}=\left(-\frac{\log d(x, y)}{\log 2}\right)^{1-\alpha}
$$

Hence, we have shown that Dyson potential is $\omega_{0,(\alpha-1) \log }$-Hölder continuous. In particular, it follows from Corollary 2.10 that for $\alpha>2$,

$$
\left\|\mathscr{L}_{\bar{\Phi}}(f)-\mu(f)\right\|_{\infty} \ll \operatorname{Höl}(f) n^{2-\alpha}
$$

for each $\omega_{0,(\alpha-2) \log }$-Hölder continuous function $f$. However, as we see from the next result, Theorem 4.1 is not immediately applicable.

Lemma 5.1. Assume that $\alpha>2$. Then the pressure function $P(s)$ is increasing for $s \geq 0$. Furthermore, $P^{\prime}(0)=0, P(0)=\log 2$ and $P(s)>s \max \Phi$ for all $s \geq 0$.

Proof. For $s=0, \Phi=1$. Hence, for this parameter, the measure of maximal entropy is the equilibrium state. This implies that $P(0)=\log 2$ and $P^{\prime}(0)=0$ by symmetry. Moreover, note that the Dirac measure $\delta_{\overline{1}}$ on $(1111 \ldots)$ is an invariant measure with $\int \Phi d \delta_{\overline{1}}=\max \Phi$. Hence, by the variational principle, $P(s) \geq s \max \Phi$. However, in our setting, equilibrium states are unique (see, e.g., Wal07]), $\mu_{s}$ is the unique equilibrium measure and $\mu_{s}$ is not atomic. Hence, $P(s)>s \max \Phi$. Now assume that $\int \Phi d \mu_{s}<0$ for some $s>0$. Moreover, define $\tilde{\mu_{s}}$ by $\tilde{\mu_{s}}\left(\left[\left(x_{1} \ldots x_{n}\right)\right]\right):=\mu_{s}\left[\left[\left(-x_{1} \ldots-x_{n}\right)\right]\right)$, for $\left[\left(x_{1} \ldots x_{n}\right)\right]:=\left\{\left(y_{i}\right): y_{i}=x_{i} \forall i=1, \ldots n\right\}$. As the Borel $\sigma$-algebra is generated by these cylinder sets, it follows that $\tilde{\mu}_{s}$ also is a probability measure. As $\tilde{\mu_{s}}$ is invariant as well, the variational principle implies that

$$
P(s) \geq \mathfrak{h}\left(\tilde{\mu}_{s}\right)+s \int \Phi d \tilde{\mu}_{s}=\mathfrak{h}\left(\mu_{s}\right)-s \int \Phi d \mu_{s}>\mathfrak{h}\left(\mu_{s}\right)+s \int \Phi d \mu_{s} .
$$

Hence, $\mu_{s}$ is not an equilibrium measure, which is absurd. Therefore, $\int \Phi d v_{s} \geq 0$ for all $s \geq 0$. The assertion then follows from Lemma 4.5 .

Hence, in case of the Dyson potential, $P(s) \neq 0$ for all $s \in \mathbb{R}$. However, by slightly modifying $\Phi$, we obtain the following for the potential $\Phi_{t}:=\Phi-t$.

Lemma 5.2. Assume that $\Phi$ is the Dyson potential and $\alpha>2$. Then, for each $t>\max \Phi$, the pressure function $s \mapsto P(s)$ is strictly decreasing and there is a unique $\delta$ with $P(\delta)=0$. Furthermore,

$$
\lim _{s \rightarrow \delta+}(s-\delta) \sum_{k=0}^{\infty} e^{-n t} \mathscr{L}_{s \Phi}^{n}(f)(z)=\frac{m_{\delta}(f) h_{\delta}(z)}{\mathfrak{h}\left(\mu_{\delta}\right)}
$$

Proof. By the above lemma, there is no zero of $P_{\Phi_{t}}(s)$ for $t \leq \max \Phi$. On the other hand, as $\Phi_{t}<0$, it follows from Corollary 4.2 that Theorem 4.1 is applicable. In particular, the assertion follows from (12) in the proof of Theorem 4.1 .

A possible application of this Lemma is the following.
Proposition 5.3. Assume that $\Phi$ is the Dyson potential, that $\alpha>2$, that $t>\max \Phi$, that $J:=e^{\Phi-t}$ and that $x=\left(-1, x_{2}, x_{3}, \ldots\right)$ and $y=\left(1, y_{2}, y_{3}, \ldots\right)$. Then there exists a unique $\delta>0$ such that $P(\delta)=0$.

Furthermore, then $\left(H, A, \mathscr{D}_{\delta}\right)$ as in Theorem $\sqrt[3.6]{ }$ is a spectral triple whose spectral metric is a metric and

$$
\operatorname{Tr}_{\omega}\left(L_{a}\left|D_{\delta}\right|^{-1}\right)=\frac{2\left(h_{\delta}(x)+h_{\delta}(y)\right)}{\mathfrak{h}(\mu)} \int a d m_{\delta}
$$


Proof. The statement is a consequence of Theorem 3.6. Lemma 5.2 and Theorem 4.1.
5.2. Potentials from Walters' family. We now assume that $\Omega:=\{0,1\}^{\mathbb{N}}$, that $T$ is the shift map and that potential $g: \Omega \rightarrow \mathbb{R}$ is continuous. We now would like to give examples where the statement of Theorem4.1 is true, that is

$$
\begin{equation*}
\lim _{s \rightarrow 1^{+}}(s-1) \sum_{k=1}^{\infty} \mathscr{L}_{s g}^{k}(a)(x)=\frac{1}{c} \int_{\Omega} a d m \tag{13}
\end{equation*}
$$

for some $c>0$ and a continuous function $a$. In here, we assume that $f$ is in the so-called Walters family, introduced in Wal07.

Definition 5.4. A potential $g$ is in the Walters family if $g$ is continuous and there exist convergent sequences $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}},\left(c_{n}\right)_{n \in \mathbb{N}}$ and $\left(d_{n}\right)_{n \in \mathbb{N}}$ such that, for any $x \in \Omega$ and all $n \in \mathbb{N}$,

$$
g\left(0^{n+1} 1 x\right)=a_{n+1}, g\left(01^{n} 0 x\right)=b_{n}, g\left(1^{n+1} 0 x\right)=c_{n+1}, g\left(10^{n} 1 x\right)=d_{n} .
$$

We refer to $a, b, c$ and $d$, respectively, as the limits of the sequences $a_{n}, b_{n}, c_{n}$ and $d_{n}$. The relevance of this family is based on the fact that the family is sufficiently rich to include examples of important classes of functions like the Bowen class or functions satisfying Walters condition (see Theorem 1.1 in Wal07]). Moreover, it is possible to obtain necessary and sufficient conditions in this class such that Ruelle's operator theorem holds (see Theorem 3.1 in Wal07).

For our purposes, it is in fact sufficient to study the following subclass of Walters' family. Namely, we assume that $g$ is of the form

$$
f(x)= \begin{cases}c_{0} & : x \in[0]  \tag{14}\\ c_{n} & : x \in\left[1^{n} 0\right], \text { for } n \in \mathbb{N} \\ c & x=(1,1, \ldots)\end{cases}
$$

for some convergent sequence $\left(c_{n}\right)$ and $c:=\lim _{n \rightarrow \infty} c_{n}$.
In Appendix $A$ we will analyse the action of the Ruelle operator $\mathscr{L}_{g}$ associated to potentials in this class in more detail in the appendix. In particular, we obtain in Proposition A.4 a simple condition in order to guarantee that the leading eigenvalue of $\mathscr{L}_{g}$ is equal to 1 . We will now give two examples of potentials not covered by Theorem4.1 in order to show that in lower regularity the limit (13) only sometimes exists.

Example 5.5. For a given sequence $a_{k}>0, k \geq 1$, we consider the associated sequence $b_{k}=\frac{a_{k+1}}{a_{k}}$, $k \geq 1$. Obviously, ( $b_{k}$ ) is determined by ( $a_{k}$ ) and vice-versa. Furthermore, we assume that $\sum_{k=1}^{\infty} a_{k}=$ $\alpha$ is finite, $a_{1}=1$ and that $\lim _{k \rightarrow \infty} b_{k}$ exists and that $f: \Omega \rightarrow \mathbb{R}$ satisfies

$$
f(x)= \begin{cases}-\log \sum_{j=1}^{\infty} a_{k} & : x \in[0]  \tag{15}\\ \log b_{n} & : x \in\left[1^{n} 0\right], n \geq 1 \\ \log b & : x=(1,1,1, \ldots)\end{cases}
$$

The classical Hofbauer case (see (Hof77) as described in [FL01, Lop93 CL15] corresponds to $a_{k}=$ $k^{-\gamma}, \gamma>1, k \geq 1$. Moreover, for this case one can get an explicit expression for the eigenfunction $h$ and the eigenmeasure $m$ (see [FL01). If, in addition, $\gamma>2$, then there exists an equilibrium $\mu$ for this potential.

In the general setting, the following holds. Let $h$ be the continuous function with

$$
h(x)=\left\{\begin{array}{cl}
\sum_{j=1}^{\infty} a_{k} & : x \in[0] \\
\frac{1}{a_{n+1}} \sum_{j=n+1}^{\infty} a_{j} & : x \in\left[1^{n} 0\right], n \geq 1 .
\end{array}\right.
$$

It follows from a straightforward calculation that $\mathscr{L}_{f}(h)=h$. Hence, $g=f+\log h-\log h \circ T$ is a normalized potential and the Jacobian $J$ of the associated equilibrium state $\mu$ is of the form $J=$ $e^{f} h / h \circ T$. That is, for $x \in\left[1^{n}, 0\right], n \geq 1$,

$$
J(x)=\frac{\sum_{j=n+1}^{\infty} a_{j}}{\sum_{j=n}^{\infty} a_{j}}=1-\frac{a_{n}}{\sum_{j=n}^{\infty} a_{j}} .
$$

We will now analyse the case were $a=1_{[1]}$, that is, the indicator function of the cylinder [1]. Our goal in this case is to obtain an explicit expression of the zeta function

$$
\zeta^{+}(s):=\sum_{k=1}^{\infty} \mathscr{L}_{s g}^{k}(a)(z)
$$

and to evaluate $\lim _{s \rightarrow 1^{+}}(s-1) \zeta^{+}(s)$. We will now assume that $s>1$ and $z \in[01]$. As we will see, the convergence of the series $\sum_{n=1}^{\infty} a_{n} \log a_{n}$ will play here an decisive role.

Note that $\mathscr{L}_{s f}^{n}\left(\mathbf{1}_{[1]}\right)(z)=\mathscr{L}_{s f}^{n}\left(\mathbf{1}_{[1]}\right)(0, z)=\mathscr{L}_{s f}^{n}\left(\mathbf{1}_{[1]}\right)\left(0,1^{d}, 0, \ldots\right)$, for $d>0$. To simplify the notation we set $L_{s}^{n}:=\mathscr{L}_{s f}^{n}\left(\mathbf{1}_{[1]}\right)(z)$ for $n \geq 1$. Then

$$
\begin{aligned}
& L_{s}^{1}=a_{2}^{s} \\
& L_{s}^{2}=L_{s}^{1} \frac{1}{\alpha^{s}}+a_{3}^{s} \\
& L_{s}^{3}=L_{s}^{2} \frac{1}{\alpha^{s}}+L_{s}^{1} \frac{1}{\alpha^{s}} a_{2}^{s}+a_{4}^{s} \\
& L_{s}^{4}=L_{s}^{3} \frac{1}{\alpha^{s}}+L_{s}^{2} \frac{1}{\alpha^{s}} a_{2}^{s}+L_{s}^{1} \frac{1}{\alpha^{s}} a_{3}^{s}+a_{5}^{s}
\end{aligned}
$$

By induction one then obtains the following renewal equation for $L_{s}^{n}$ :

$$
L_{s}^{n}=\sum_{k=1}^{n-1} \frac{a_{k}^{s}}{\alpha^{s}} L_{s}^{n-k}+a_{n+1}^{s}
$$

From this we obtain the convergence of the following series and the expression

$$
\sum_{k=1}^{\infty} L_{s}^{k}=\left(\sum_{j=1}^{\infty} a_{j}^{s}-1\right)+\left(\sum_{j=1}^{\infty} a_{j}\right)^{-s}\left(\sum_{j=1}^{\infty} a_{j}^{s}\right) \sum_{k=1}^{\infty} L_{s}^{k} .
$$

Therefore $\zeta_{+}(s)=L_{s}^{1}+L_{s}^{2}+L_{s}^{3}+\ldots+L_{s}^{n}+\ldots$ is given in an explicit form by

$$
\zeta_{+}(s)=\frac{\sum_{j=1}^{\infty} a_{j}^{s}-1}{1-\sum_{j=1}^{\infty} a_{j}^{s}\left(\sum_{j=1}^{\infty} a_{j}\right)^{-s}} .
$$

Consider the function $\gamma(s)=\sum_{j=1}^{\infty} a_{j}^{s}\left(\sum_{j=1}^{\infty} a_{j}\right)^{-s}$. In the case $\gamma$ is differentiable at the left of $s=1$ there exists

$$
\gamma^{\prime}\left(1^{-}\right)=\lim _{s \rightarrow 1} \frac{\sum_{j=1}^{\infty} a_{j}^{s}\left(\sum_{j=1}^{\infty} a_{j}\right)^{-s}-1}{s-1}<0 .
$$

Therefore,

$$
\lim _{s \rightarrow 1^{+}}(s-1) \zeta^{+}(s)=\frac{\sum_{j=1}^{\infty} a_{j}-1}{-\gamma^{\prime}(1)}
$$

Now, we estimate

$$
\begin{equation*}
\gamma^{\prime}(1)=\frac{\sum_{n=1}^{\infty} a_{n} \log a_{n}}{\sum a_{n}}-\log \left(\sum_{n=1}^{\infty} a_{n}\right) \tag{16}
\end{equation*}
$$

Note that $\sum_{n=1}^{\infty} a_{n} \log a_{n}$ is finite for $a_{n}=n^{-\gamma}$ and $\gamma>2$. Then, $\gamma^{\prime}(1)$ is finite and non-zero. This case is an example of a potential $f$ which is not in the Walters class but

$$
\lim _{s \rightarrow 1^{+}}(s-1) \zeta^{+}(s)=\frac{1}{h_{\mu_{f}}} \int_{\Omega} a d \mu_{f}
$$

in the same way as in 2.

Example 5.6. We will now construct a potential $f$ of the form 15 where the $a_{n}, n \in \mathbb{N}$, of last example are such that the expression 16) for $\gamma^{\prime}(1)$ above is not finite. We are interested in a sequence $a_{n}, n \in \mathbb{N}$, such that,
(a) $\sum_{n=1}^{\infty} a_{n}$ is finite,
(b) $\sum_{n=1}^{\infty} a_{n} \log a_{n}$ does not converges and
(c) there exists the limit: $\lim _{k \rightarrow \infty} C_{k}=C$.

Take

$$
\begin{equation*}
a_{n}=\frac{1}{n\left(\log _{2}(n)\right)^{p}}, \tag{17}
\end{equation*}
$$

$n \geq 2$, for some positive $p$. Remember that we take $a_{1}=1$. In this case $C=1$. Now, considering the case $p=2$, we get $\sum_{n=1}^{\infty} a_{n} \log a_{n}=\infty$ (that is item (b) is true) and the potential associated to such a sequence $a_{n}$ (and, $C_{n}$ ) is not contained in Bowen's class (see Theorem 1.1 in Walters).

In this case, one obtains an explicit conformal measure $\mu$, where $\mu\left(C_{n}\right) \sim a_{n}$, but there is no equilibrium probability with support on the all space $\Omega$. Moreover, one can show that $\mu([1])>0$. Note that in this case $\gamma^{\prime}(1)=\infty$, and therefore the limit

$$
\lim _{s \rightarrow 1^{+}}(s-1) \zeta^{+}(s)=\frac{\sum_{j=1}^{\infty} a_{j}-1}{-\gamma^{\prime}(1)}=0
$$

For this choice of $z_{0} \in[010]$ and $[w]=[1]$, we get

$$
\lim _{s \rightarrow 1^{+}}(s-1) \zeta^{+}(s)=0 .
$$

This provides an example where the results of the previous sections do not apply.
In Appendix $A$ we will consider general potentials satisfying expression (14) and more general functions $a$. Moreover, in Theorem A.7 of Appendix A.2. we consider the case of a potential $f$ (as in (14)) which is in the Walters class but is not Hölder continuous, such that, $\lim _{s \rightarrow 1^{+}}(s-1) \zeta^{+}(s)$ is finite. In this result the observable $a$ can be the indicator function of any cylinder set $[w]$ in $\Omega$.

## 6. Dixmier Trace Representations for Equilibrium Measures of Topological Markov Shifts

The key ingredient in proving Theorem4.1 is the uniform decay of the Ruelle operator. In this section we illustrate how to obtain a similar identity in non-compact setting using a spectral gap (see Definition 6.1]. The basic setup and presentation follow closely the reference [CS09]. Now $\mathscr{A}=\mathbb{N}$ and $T=\left(t_{i j}\right)_{\mathscr{A} \times \mathscr{A}}$ is a matrix of zeroes and ones. Let $\sigma: \Omega \rightarrow \Omega$ denote the left shift mapping, where

$$
\Omega \equiv\left\{\left(x_{1}, x_{2}, \ldots\right) \in \mathscr{A}^{\mathbb{N}}: t_{x_{i} x_{i+1}}=1\right\} .
$$

We think of $\Omega$ as the collection of one sided infinite admissible words. We equip it with its usual distance $d(x, y)=2^{-N(x, y)}$, where $N(x, y) \equiv \inf \left\{k: x_{k} \neq y_{k}\right\}$ (with the convention that $\inf \varnothing=+\infty$ ). The resulting topology is generated by the cylinder sets $\left[y_{1}, y_{2}, \ldots, y_{n}\right] \equiv\left\{x \in X: x_{i}=y_{i}, i=1, \ldots, n\right\}$, where $n \geq 1$. A word $y \in \mathscr{A}^{n}$ is called admissible if the cylinder it defines is non-empty. The length of an admissible word $\underline{y}=\left(y_{1}, \ldots, y_{n}\right)$ will be denoted in this section by $|\underline{y}| \equiv n$. We also assume that $\sigma: \Omega \rightarrow \Omega$ is topologically mixing and locally compact. This is the case when for any two symbols $p, q \in \mathscr{A}$, there is an $N(p, q) \in \mathbb{N}$ such that for all $n \geq N(p, q)$ there is an admissible word of length $n$ which starts at $p$ and ends at $q$, and for all $p \in \mathscr{A}$ we have $\#\left\{q \in \mathscr{A}: t_{p q}=1\right\}<\infty$.

We define the $n$-th variation of a function $f: \Omega \rightarrow \mathbb{R}$ as $\operatorname{var}_{n}(f) \equiv \sup \left\{|f(x)-f(y)|: x_{1}^{n}=y_{1}^{n}\right\}$, where $z_{m}^{n} \equiv\left(z_{m}, \ldots, z_{n}\right)$. A function $f: \Omega \rightarrow \mathbb{R}$ is called weakly $\theta$-Hölder continuous function for $0<\theta<1$ if there exists a positive number $\operatorname{Hol}_{\theta}(f)$ such that $\operatorname{var}_{n}(f) \leq \operatorname{Hol}_{\theta}(f) \theta^{n}$. The Birkhoff sum of a function $f$ is denoted by $S_{n}(f)(x) \equiv \sum_{k=0}^{n-1} f \circ \sigma^{k}$.

Suppose $f$ weakly $\theta$-Hölder continuous function (or has summable variations) and $X$ is topologically mixing. The Gurevich pressure of $f$ is the limit

$$
P_{G}(f)=\lim _{n \rightarrow \infty} \frac{1}{n} \log Z_{n}(f, q), \quad \text { where } Z_{n}(f, q)=\sum_{\sigma^{n}(x)=x} \exp \left(S_{n}(f)(x)\right) 1_{[q]}(x)
$$

and $q \in \mathscr{A}$. This limit is independent of $q$, and if $\sup f<\infty$ then it is equal to $\sup \left\{h_{\mu}+\int f d \mu\right\}$, where the supremum ranges over all invariant probability measures such that the supremum is not of the form $\infty-\infty$, see [Sar99].

In this setting the Ruelle operator associated with $f$ is defined in similarly way

$$
\mathscr{L}_{f}(\varphi)(x)=\sum_{q \in \mathscr{A}} e^{f(q x)} \varphi(q x)
$$

This is well-defined for functions $f$ such that the sum converges for all $x \in X$. Let $\operatorname{dom}\left(\mathscr{L}_{f}\right)$ denote the collection of such functions.
Definition 6.1 (Spectral Gap Property - SGP). Suppose that $f$ is $\theta$-weakly Hölder continuous, and that $P_{G}(f)<\infty$. We say that $f$ has the spectral gap property (SGP) if there is a Banach space of continuous functions $\mathscr{B}$, such that,
(1) $\mathscr{B} \subset \operatorname{dom}\left(\mathscr{L}_{f}\right)$ and $\mathscr{B} \supset\left\{1_{[a]}: \underline{a} \in \mathscr{A}^{n}, n \in \mathbb{N}\right\}$;
(2) $f \in \mathscr{B}$ implies $|f| \in \mathscr{B},\||f|\|_{\mathscr{B}} \leq\|f\|_{\mathscr{B}}$;
(3) $\mathscr{B}$-convergence implies uniform convergence on cylinders;
(4) $\mathscr{L}_{f}(\mathscr{B}) \subset \mathscr{B}$ and $\mathscr{L}_{f}: \mathscr{B} \rightarrow \mathscr{B}$ is bounded;
(5) $\mathscr{L}_{f}=\lambda P+N$, where $\lambda=\exp \left(P_{G}(f)\right)$, and $P N=N P=0, P^{2}=P, \operatorname{dim}(\operatorname{Im} P)=1$, and the spectral radius of $N$ is less than $\lambda$;
(6) if $g$ is $\theta$-Hölder, then $\mathscr{L}_{f+z g}: \mathscr{B} \rightarrow \mathscr{B}$ is bounded and $z \longmapsto \mathscr{L}_{f+z g}$ is analytic on some complex neighborhood of zero.
The motivation to introduce this concept is the next theorem. This result were proved in several contexts by many authors, see [CS09] and references therein.
Theorem 6.2. Suppose $X$ is a topologically mixing countable Markov shift, and $f: X \rightarrow \mathbb{R}$ is a $\theta$ weakly Hölder continuous potential with finite Gurevich pressure, finite supremum, and the SGP. Write $\mathscr{L}_{f}=\lambda P+N$. Then,
(1) $P$ takes the form $P f=h \int f d v$, where $h \in \mathscr{B}$ is a positive function, and $v$ is a measure which is finite and positive on all cylinder sets;
(2) the measure $d \mu=h d v$ is a $\sigma$-invariant probability measure satisfying: if $\mu$ has finite entropy, then $\mu$ is the unique equilibrium measure of $f$;
(3) there is a constant $0<\kappa<1$ such that for all $g \in L^{\infty}(\mu)$ and $f$ bounded Hölder continuous, there exists a positive constant $C(\varphi, \psi)$ such that $\left|\operatorname{cov}_{\mu}\left(\varphi, \psi \circ \sigma^{n}\right)\right| \leq C(\varphi, \psi) \kappa^{n}(\operatorname{cov}=$ covariance);
(4) suppose $g$ is a bounded Hölder continuous function, such that $\mathbb{E}_{\mu}[g]=0$. If $g \neq f-f \circ \sigma$ with $f$ continuous, then there is $\varrho>0$ such that $S_{n}(g) / \sqrt{\varrho n}$ converges in distribution (w.r.t. $\mu$ ) to a standard normal distribution.
(5) supposeg is a bounded Hölder continuous function, then the function $t \longmapsto P_{G}(f+t g)$ is real analytic on a neighborhood of zero.
Now the $C^{*}$-algebra $A$ is taken to be as $C_{0}(X, \mathbb{C})$, the set $X$ of complex valued continuous functions $f: X \rightarrow \mathbb{C}$ that vanish at infinity. The Hilbert space $H$ is $\ell^{2}\left(W^{*}\right) \oplus \ell^{2}\left(W^{*}\right)$, where $W^{*}$ is the set of all finite length admissible words $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$, where $n \in \mathbb{N}$ and $w_{j} \in \mathscr{A}$. The space $\ell^{2}\left(W^{*}\right)$ is defined as before, the complex vector space of all functions $\epsilon: W^{*} \rightarrow \mathbb{C}$, satisfying $\sum_{w \in W^{*}}|\epsilon(w)|^{2}<\infty$. Fix two arbitrary elements $x, y \in \Omega$. For each $a \in A$ the operator $L_{a}: H \rightarrow H$ is defined by

$$
L_{a}\left(\bigoplus_{w \in W^{*}(x, y)}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}\right)=\bigoplus_{w \in W^{*}(x, y)}\binom{a(w x) \epsilon_{1}(w)}{a(w y) \epsilon_{2}(w)},
$$

where $W^{*}(x, y)$ is the set of all admissible words $w \in W^{*}$ such that $t_{w_{n} x_{1}}=t_{w_{n} y_{1}}=1$. Finally, the Dirac operator is given by

$$
D=\left(\bigoplus_{w \in W^{*}(x, y)}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}\right)=\bigoplus_{w \in W^{*}(x, y)} \frac{1}{J(w x)}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)},
$$

where $\sqrt{ }(w x)=\left[J\left(w_{l(w)} x\right) \ldots J\left(w_{l(w)} \cdots w_{1} x\right)\right], l(w)$ is the length of a string $w \in W^{*}(x, y)$ and $\log J=$ $f+\log h-\log \circ h \circ \sigma-\log \lambda$. We also assume there are constants $0<\kappa_{1}<\kappa_{2}$ such that $e^{-\kappa_{1} q} \leq J(q x) \leq$ $e^{-\kappa_{2} q}$ for all $x \in \Omega$.

The verification that $(A, H, D)$ is a spectral triple is more involved. The difficult is to verify item (3) of Definition 1.2. When working with spectral triples in this context (infinite alphabets) we need to restrict ourselves to a class of functions $J$ for which the operator $D^{-1}$ is a compact operator. A simple example of a such function is $J(x)=e^{-x_{1}+1}(1-e)^{-1}$. To prove the existence of a dense subset of $C_{0}(\Omega, \mathbb{C})$ satisfying $\left\{a \in A:\left\|\left[D, L_{a}\right]\right\|<+\infty\right\}$ it is enough to observe that

$$
\left\{a \in C_{0}(\Omega, \mathbb{C}): \sum_{w \in W^{*}} \frac{|a(w x)-a(w y)|}{|\boxtimes(w x)|}<+\infty\right\}
$$

is a self-adjoint subalgebra of $C_{0}(\Omega, \mathbb{C})$, separating points in $\Omega$ and for any $x \in \Omega$ there is an element $a$ is this subalgebra such that $a(x) \neq 0$, and therefore we can apply the Stone-Weiertrass theorem for locally compact spaces. Indeed, the family of functions $\left(S_{n}\right)_{n \in \mathbb{N}}$, given by

$$
S_{n}(x) \equiv \arctan \left(\frac{1}{x_{n}}\right) \exp \left(-2 \kappa_{1} \sum_{j=1}^{n-1} x_{j}\right)
$$

is in this subalgebra is non-vanish and separating points. Since we are assuming $P_{G}(f)<\infty$ follows immediately that $h_{\mu}(\sigma)$ is finite. By using the main result of [CS09] we can find a potential $J$ having SGP and satisfying the above conditions. Therefore follows from the above theorems and similar computation as presented before, the formula

$$
\operatorname{Tr}_{\omega}\left(L_{a} D^{-1}\right)=\frac{2}{h_{\mu}} \int_{\Omega} a d \mu, \quad \forall a \in C_{0}(X, \mathbb{C}) .
$$

## 7. Remarks About Uncountable Alphabets

Let us begin this section with the following observation. In case where $\mathscr{A}$ is finite alphabet, any element of the Hilbert space $H$, considered in first section, can be written as

$$
\begin{equation*}
\bigoplus_{w \in W^{*}}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)}=\bigoplus_{n=1}^{\infty} \bigoplus_{\substack{\left(w_{1}, \ldots, w_{n}\right) \in \mathscr{A}^{n} \\ \text { admissible }}}\binom{\epsilon_{1}\left(w_{1}, \ldots, w_{n}\right)}{\epsilon_{2}\left(w_{1}, \ldots, w_{n}\right)} \tag{18}
\end{equation*}
$$

Actually such representation has a precise meaning when $\mathscr{A}$ is either finite or infinite countable. In this section we want to use this observation to discuss what happens with our previous constructions when uncountable alphabets are taken into account. This generalization would have natural interest as a pure mathematical problem, but it has also a potential to create a bridge between noncommutative geometry and equilibrium states of continuous spins systems in Statistical Mechanics.

In previous section, we shown that the DLR-Gibbs measures of the Dyson model admits a Dixmier trace representation. Although it is a very important model in studying ferromagnetic system, it has some limitations due to its formulation in terms of discrete spins. To be able to extend our results for more realistic models such as $X Y$ and Heisenberg models, it is necessary to generalize the previous constructions to allow for uncountable alphabets.

An interesting example where the alphabet is uncountable is described in ERZ06 which considers a certain type of $X Y$ model.

Let $E=(E, d)$ be a compact metric space and $p: \mathscr{B}(E) \rightarrow[0,1]$ an a priori probability measure on $E$, fully supported. Consider the following symbolic space $\Omega=E^{\mathbb{N}}$ endowed with its standard topology, metric, etc. In this setting the Ruelle operator, associated to a potential $\log J: \Omega \rightarrow \mathbb{R}$, acts in a continuous function $\varphi: \Omega \rightarrow \mathbb{C}$ as follows

$$
\mathscr{L}_{\log J}(\varphi)(x)=\int_{E} \exp (\log J(q x)) \varphi(q x) d p(q)
$$

where $q x \equiv\left(q, x_{1}, x_{2} \ldots\right)$. Similarly, we say that $\log J$ is a normalized potential if $\mathscr{L}_{\log J}(\mathbf{1})(x)=\mathbf{1}$, for all $x \in \Omega$. To simplify matters in what follows, we assume that $J: \Omega \rightarrow \mathbb{R}$ is a positive and continuous function, and that $\log J$ is a normalized Hölder potential.

For example, if $E=\mathbb{S}^{2}$, the unit sphere in $\mathbb{R}^{3}$, then the set of $\sigma$-invariant DLR-Gibbs measures of the Heisenberg model on the lattice $\mathbb{N}$ (for a large class of potentials) coincides with the conformal measures for $\mathscr{L}_{\log J}^{*}$ for some suitable potential $\log J$, which depends on the choice of the interaction. In the sequel we show an obstruction to obtain a spectral triple in this cases following the ideas of the previous sections.

Taking into account the expression (18) the natural way to construct a spectral triple is taking the $C^{*}$-algebra $A$ as $C(\Omega, \mathbb{C})$ and the Hilbert space $H$ as the Hilbert direct sum

$$
H \equiv \bigoplus_{n=1}^{\infty} \int_{E^{n}}^{\oplus} \mathbb{C} \oplus \mathbb{C} d \mathbf{p}_{n}
$$

where the constant fiber direct integrals

$$
\int_{E^{n}}^{\oplus} \mathbb{C} \oplus \mathbb{C} d \mathbf{p}_{n} \equiv L^{2}\left(E^{n}, d \mathbf{p}_{n}, \mathbb{C} \oplus \mathbb{C}\right)
$$

which is the Hilbert space of square integrable $\mathbb{C} \oplus \mathbb{C}$-valued functions, with respect to the product measure $d \mathbf{p}_{n}=\prod_{i=1}^{n} d p$. So an element in this space $H$ can be thought as a pair of functions $\epsilon_{1}, \epsilon_{2}$ : $\cup_{i=1}^{\infty} E_{n} \rightarrow \mathbb{C}$ satisfying

$$
\sum_{n=1}^{\infty}\left(\int_{E^{n}}\left|\epsilon_{k}(w)\right|^{2} d \mathbf{p}_{n}(w)\right)^{2}<+\infty, k=1,2
$$

To keep as closed as possible of 18 one would represent the elements in this space as follows

$$
\bigoplus_{n=1}^{\infty} \int_{E^{n}}^{\oplus}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)} d \mathbf{p}_{n}(w)
$$

Now, for each $a \in A$ the natural way to define the operators $L_{a}: H \rightarrow H$ is

$$
L_{a}\left(\bigoplus_{i=1}^{\infty} \int_{E^{n}}^{\oplus}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)} d \mathbf{p}_{n}(w)\right)=\bigoplus_{n=1}^{\infty} \int_{E^{n}}^{\oplus}\binom{a(w x) \epsilon_{1}(w)}{a(w y) \epsilon_{2}(w)} d \mathbf{p}_{n}(w)
$$

and the Dirac operator would be given by

$$
D\left(\bigoplus_{n=1}^{\infty} \int_{E^{n}}^{\oplus}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)} d \mathbf{p}_{n}(w)\right)=\bigoplus_{i=1}^{\infty} \int_{E^{n}}^{\oplus} \frac{1}{J(w x)}\binom{\epsilon_{1}(w)}{\epsilon_{2}(w)} d \mathbf{p}_{n}(w)
$$

Although this construction is natural, in the general case it will not provide a spectral triple. The main obstruction is the compactness of $D^{-1}$. For example, if we take the metric space $E=[0,1]$ endowed with its standard distance and the probability measure $p$ as being the Lebesgue measure, then the operators $D$ has no compact resolvent, which is a requirement in the definition of a spectral triple. Note that this is not only a technical issue because in such cases it is not clear how to define even singular traces. It would be interesting to know whether a spectral triple can be construct on this setting because of its potential applications in studying DLR-Gibbs measures associated to the long-range interactions $X Y$ or Heisenberg models in one-dimensional lattices.

## Appendix A. The Ruelle Operator applied to indicators of Cylinders for a family of POTENTIALS

First we consider the case of a general $f$ and a general cylinder set $[w]$. Let $z_{0} \in[010]$ and assume that $\psi$ is the indicator function $I_{[w]}$ of the cylinder $[w]$ for some finite word $w$ in the alphabet $\{0,1\}$. Then

$$
\mathscr{L}_{s}^{n} \psi\left(z_{0}\right)=\sum_{y \in \sigma^{-n}\left(z_{0}\right)}\left[\prod_{j=0}^{n-1} f^{s}\left(\sigma^{j}(y)\right)\right] \cdot I_{[w]}(y)=\sum_{a \in\{0,1\}^{n-|w|}}\left[\prod_{j=0}^{n-1} f^{s}\left(\sigma^{j}\left(w a z_{0}\right)\right)\right]
$$

for all $n \geq|w|$. Holding $w$ and $z_{0}$ fixed, we write $\mathscr{L}_{s}^{n} I_{[w]}\left(z_{0}\right)$ simply as $L_{s}^{n}$.
Now, for a potential $f$ as in expression 14 we formally derive some expressions, whose validity will depend on the convergence of some sequences. Later we investigate in some examples the convergence issue.

Theorem A.1. For $n>|w|$,

$$
L_{s}^{n}=\sum_{j=1}^{n-|w|}\left(\prod_{i=0}^{j-1} C_{i}^{s}\right) \cdot L_{s}^{n-j}+\prod_{k=0}^{n-1} f^{s}\left(\sigma^{k}\left(w 1^{n-|w|} z_{0}\right)\right)
$$

Proof.

$$
\begin{aligned}
& \sum_{j=1}^{n-|w|}\left(\prod_{i=0}^{j-1} C_{i}^{s}\right) L_{s}^{n-j} \\
& =\sum_{j=1}^{n-|w|}\left(\prod_{i=0}^{j-1} C_{i}^{s}\right) \cdot \sum_{a \in\{0,1\}^{n-j-|w|}} \prod_{k=0}^{n-j-1} f^{s}\left(\sigma^{k}\left(w a z_{0}\right)\right) \\
& =\sum_{j=1}^{n-|w|}\left[\prod_{i=0}^{j-1} f^{s}\left(\sigma^{i}\left(01^{j-1} z_{0}\right)\right) \sum_{a \in\{0,1\}^{n-j-|w|}} \prod_{k=0}^{n-j-1} f^{s}\left(\sigma^{k}\left(w a 01^{j-1} z_{0}\right)\right)\right. \\
& =\sum_{j=1}^{n-|w|}\left[\prod_{i=0}^{j-1} f^{s}\left(\sigma^{n-j+i}\left(w a 01^{j-1} z_{0}\right)\right) \prod_{a \in\{0,1\}^{n-j-|w|}} \prod_{k=0}^{n-j-1} f^{s}\left(\sigma^{k}\left(w a 01^{j-1} z_{0}\right)\right)\right. \\
& =\sum_{j=1}^{n-|w|} \sum_{a \in\{0,1\}^{n-j-|w|}} \prod_{k=0}^{n-1} f^{s}\left(\sigma^{k}\left(w a 01^{j-1} z_{0}\right)\right)
\end{aligned}
$$

The set

$$
\left\{w a 01^{j-1} z_{0} ; a \in\{0,1\}^{n-j-|w|}\right\}
$$

is the set of all $n$-th pre-images of $z_{0}$ which has $z_{0}$ preceded by exactly $(j-1)$ digits 1 and belongs to $[w]$. Thus,

$$
\bigcup_{j=1^{n-|w|}}\left\{w a 01^{j-1} z_{0} ; a \in\{0,1\}^{n-j-|w|}\right\}
$$

has all the $n$-th pre images of $z_{0}$ in the set $[w]$, except for $w 1^{n-|w|} z_{0}$. We have, therefore,

$$
\begin{aligned}
\sum_{j=1}^{n-|w|}\left(\prod_{i=0}^{j-1} C_{i}^{s}\right) \cdot L_{s}^{n-j}+\prod_{k=0}^{n-1} f^{s}\left(\sigma^{k}\left(w 1^{n-|w|} z_{0}\right)\right) & = \\
\sum_{a \in\{0,1\}^{n-|w|}} \prod_{k=0}^{n-1} f^{s}\left(\sigma^{k}\left(w a z_{0}\right)\right) & =L_{s}^{n} .
\end{aligned}
$$

This theorem has the following consequences, whose proofs are omitted.
Corollary A.2. For $N \in \mathbb{N}$,

$$
\sum_{n=0}^{N} L_{s}^{|w|+n}=L_{s}^{|w|}+\sum_{n=0}^{N-1}\left(\sum_{j=0}^{N-1-n} \prod_{i=0}^{j} C_{i}^{s}\right) L_{s}^{|w|+n}+\sum_{n=1}^{N} \prod_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z_{0}\right)\right)
$$

## Corollary A.3.

$$
\sum_{n=0}^{\infty} L_{s}^{|w|+n}=\frac{L_{s}^{|w|}+\sum_{n=1}^{\infty} \Pi_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z_{0}\right)\right)}{1-\sum_{j=0}^{\infty} \Pi_{i=0}^{j} C_{i}^{s}}
$$

From Corollary A. 3 we conclude that

$$
\begin{equation*}
\zeta_{+}(s)=\frac{L_{s}^{|w|}+\sum_{n=1}^{\infty} \Pi_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z_{0}\right)\right)}{1-\sum_{j=0}^{\infty} \Pi_{i=0}^{j} C_{i}^{s}}+\sum_{n=1}^{|w|-1} L_{s}^{n} \tag{19}
\end{equation*}
$$

The second term in the right hand side of Equation (19) is a finite sum (does not have convergence problems), but we shall see in the next section that $\lim _{s \rightarrow 1^{+}} \zeta_{+}(s)=+\infty$ under the hypothesis of a normalized eigenvalue. We shall investigate the existence of the limit

$$
\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s)=\lim _{s \rightarrow 1^{+}}(s-1) \cdot \frac{L_{s}^{|w|}+\sum_{n=1}^{\infty} \Pi_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z_{0}\right)\right)}{1-\sum_{j=0}^{\infty} \Pi_{i=0}^{j} C_{i}^{s}}
$$

Here, it is worth noting that the denominator does not depends of the cylinder $[w]$.
A.1. Normalization of the Eigenvalue. We are now interested in examples where the main eigenvalue of the Ruelle operator is equal to 1 but $f$ not necessarily is normalized. We recall that, according to Corollary 3.5 in Wal07, $\lambda$ is the maximal eigenvalue if and only if,

$$
\begin{equation*}
\frac{1}{\lambda^{2}}\left[e^{d_{1}}+\sum_{j=1}^{\infty} e^{d_{1+j}} \frac{e^{a_{2}+\ldots+a_{1+j}}}{\lambda^{j}}\right]\left[e^{b_{1}}+\sum_{j=1}^{\infty} e^{b_{1+j}} \frac{e^{c_{2}+\ldots+c_{1+j}}}{\lambda^{j}}\right]=1 \tag{20}
\end{equation*}
$$

For the potential defined in (14), we have $a_{n} \equiv \log C_{0} \equiv b_{n}, d_{n} \equiv \log C_{1}$ and $c_{n+1}=\log C_{n+1}$. Hence, (20) translates to the following.

Proposition A.4. If

$$
\begin{equation*}
C_{0}=\left[1+\sum_{j=1}^{\infty}\left(\prod_{k=1}^{j} C_{k}\right)\right]^{-1} \tag{21}
\end{equation*}
$$

then, the main eigenvalue of the Ruelle operator for the potential $g$ is equal to 1 .
Proof. Assuming that $\lambda=1$ in (20), we get

$$
\begin{aligned}
& {\left[C_{1}+\sum_{j=1}^{\infty} C_{1} C_{0}^{j}\right]\left[C_{0}+\sum_{j=1}^{\infty} C_{0} C_{2} \ldots C_{j+1}\right] } \\
= & C_{0} C_{1}\left[1+\sum_{j=1}^{\infty} C_{0}^{j}\right]\left[1+\sum_{j=1}^{\infty} C_{2} \ldots C_{j+1}\right]=\left(\sum_{j=1}^{\infty} C_{0}^{j}\right)\left[\sum_{j=1}^{\infty}\left(\prod_{k=1}^{j} C_{k}\right)\right] \\
= & \frac{C_{0}}{1-C_{0}} \cdot\left[\sum_{j=1}^{\infty}\left(\prod_{k=1}^{j} C_{k}\right)\right]=1 .
\end{aligned}
$$

In this case $C_{0}$ satisfies 21
Therefore, we now investigate potentials given by $\left(C_{n}\right)_{n \in \mathbb{N}}$, for which $\sum_{j=1}^{\infty} \Pi_{k=1}^{j} C_{k}$ converges and for which the restriction to the cylinder [0] is equal to $C_{0}$ as in 21].

Define $\gamma:[1,+\infty) \rightarrow \mathbb{R}$ to be the second term in the denominator of $\zeta_{+}(s)$ in (19), that is

$$
\begin{equation*}
\gamma(s):=\sum_{j=0}^{\infty} \prod_{i=0}^{j} C_{i}^{s}=C_{0}^{s}\left[1+\sum_{j=1}^{\infty} \prod_{i=1}^{j} C_{i}^{s}\right] . \tag{22}
\end{equation*}
$$

If we suppose that the eigenvalue is normalized, then $\gamma(1)=1$, by (21), and, by (19), we see that $\lim _{s \rightarrow 1^{+}} \zeta_{+}(s)=+\infty$, which makes the question of the existence of the limit $\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s)$ a non trivial one. Let $z(s)$ be the numerator of the first term in $\zeta_{+}(s)$, for $s \geq 1$. Therefore,

$$
\begin{equation*}
\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s)=\lim _{s \rightarrow 1^{+}} \frac{z(s)}{(s-1)^{-1}(\gamma(1)-\gamma(s))} \tag{23}
\end{equation*}
$$

As $\gamma(1)=1$, we conclude that, under the above hypothesis, if $\gamma$ has right derivative at $s=1$ and $z(1)$ is finite, then the above limit is finite.

Remark A.5. Note that the term on the numerator depends on the cylinder $[w]$ and the term on the denominator does not.
A.2. An example with Walters regularity. We consider the potential $g=\log f: \Omega=\{0,1\}^{\mathbb{N}} \rightarrow \mathbb{R}$ of the following kind. Let

$$
t=\left(e^{\frac{1}{3}}+e^{-\frac{1}{2}}\right)^{-1},
$$

and, for $n \in \mathbb{N}$, define $C_{n}=t \exp \left[\frac{(-1)^{n+1}}{n}\right]$, which satisfies $\lim _{n} C_{n}=t . f$ is then defined by (14). We would like to point out that P. Walters mentioned in a private message a version of the above example (a potential which is in the Walters class but it is not of Hölder continuous).

We will now show (see Theorem A.7) that in this case, the limit

$$
\begin{equation*}
\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s)=-\frac{z(1)}{\gamma^{\prime}(1)} . \tag{24}
\end{equation*}
$$

exists. As stated in Wal07, a potential in the Walters family is in Walters class of regularity if and only if, for the associated sequences $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(c_{n}\right)_{n \in \mathbb{N}}$ given by Definition 5.4 with respective limits $a$ and $c$, the following holds.

$$
\sum_{n \in \mathbb{N}}\left(a_{n}-a\right) \text { and } \sum_{n \in \mathbb{N}}\left(c_{n}-c\right) \text { converge }
$$

For the potential defined in the first paragraph of this section, $a_{n} \equiv \log C_{0}$ while $c_{n}=\log C_{n}=\log t+$ $\frac{(-1)^{n+1}}{n}$, so

$$
\sum_{n \in \mathbb{N}}\left(a_{n}-a\right)=0,
$$

and

$$
\sum_{n \in \mathbb{N}}\left(c_{n}-c\right)=\sum_{n \in \mathbb{N}}\left[\log t+\frac{(-1)^{n+1}}{n}-\log t\right]=\sum_{n \in \mathbb{N}} \frac{(-1)^{n+1}}{n},
$$

which is convergent. Therefore, $g=\log f$ is of Walters class of regularity. Note that a potential $g=$ $\log f$, for $f$ as in (14), cannot be normalized, unless the sequence $C_{n}$ is constant (which is equivalent to a constant potential), as

$$
\begin{equation*}
\mathscr{L}_{g} \mathbf{1}(x)=e^{g(0 x)}+e^{g(1 x)}=C_{0}+f(1 x)=1 \tag{25}
\end{equation*}
$$

for every $x \in \Omega$.
We will show that this potential is not Hölder continuous. In order to do so, define, for $\phi \in C(\Omega, \mathbb{R})$,

$$
v_{n}(\phi)=\sup \left\{|\phi(x)-\phi(y)| ; x, y \in \Omega, x_{i}=y_{i}, i=0, \ldots, n-1\right\} .
$$

A function $\phi$ is Hölder with Hölder exponent $\alpha \in(0,1)$ if

$$
\sup _{n \in \mathbb{N}} \frac{v_{n}(\phi)}{2^{-n \alpha}}<\infty
$$

Given $n \geq 2$, let $x=1^{n} 0 x$, for any fixed $x \in \Omega$, and $y=1^{\infty}$. Then $d(x, y)=2^{-(n+1)}$, and $\mid \log f(x)-$ $\log f(y) \mid=1 / n$. This implies that $v_{n}(\log f) \geq \frac{1}{n}$ and, in particular, This implies that $\log f$ is not Hölder continuous.

We now determine the derivative of $\gamma$ defined in 22. In order to so, let

$$
\gamma_{n}(s)=C_{0}^{s}\left[\sum_{j=1}^{n}\left(\prod_{k=1}^{j} C_{k}^{s}\right)+1\right]
$$

Then

$$
\begin{aligned}
\gamma_{n}^{\prime}(s)= & \log C_{0} \cdot C_{0}^{s}\left[\sum_{j=1}^{n}\left(\prod_{k=1}^{j} C_{k}\right)^{s}+1\right]+C_{0}^{s}\left[\sum_{j=1}^{n}\left(\prod_{k=1}^{j} C_{k}\right)^{s} \cdot \log \left(\prod_{k=1}^{j} C_{k}^{s}\right)\right] \\
= & C_{0}^{s}\left\{\log C_{0}\left[1+\sum_{j=1}^{n} t^{j s} e^{s \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}}\right]\right. \\
& \left.+\sum_{j=1}^{n}\left[t^{j s} e^{s \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}} \cdot j \cdot \log t \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}\right]\right\}
\end{aligned}
$$

We will now address the question of differentiability of the function $\gamma$.
Theorem A.6. The derivative $\gamma^{\prime}(1)$ exists and is finite.
Proof. Remember that $t<1$. Let

$$
\rho=\sup _{n \in \mathbb{N}} \sum_{i=1}^{n} \frac{(-1)^{i+1}}{i}
$$

Then, for $\epsilon>0$ and $s \in[1,1+\epsilon]$,

$$
\begin{aligned}
& C_{0}^{s} \log C_{0}\left[\sum_{j=1}^{n} t^{j s} e^{s \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}}\right] \\
\leq & \log C_{0} \cdot \max \left\{C_{0}, C_{0}^{1+\epsilon}\right\} \cdot \max \left\{e^{\rho}, e^{\rho(1+\epsilon)}\right\} \cdot \sum_{j=1}^{n}\left(t^{s}\right)^{j} \\
\leq & \log C_{0} \cdot \max \left\{C_{0}, C_{0}^{1+\epsilon}\right\} \cdot \max \left\{e^{\rho}, e^{\rho(1+\epsilon)}\right\} \cdot \sum_{j=1}^{n} t^{j}
\end{aligned}
$$

and

$$
\begin{aligned}
& \quad C_{0}^{s} \sum_{j=1}^{n}\left[t^{j s} e^{\left.s \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k} \cdot j \cdot \log t \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}\right]} \begin{array}{l}
\leq \max \left\{C_{0}, C_{0}^{1+\epsilon}\right\} \cdot \lambda \cdot \max \left\{e^{\rho}, e^{\rho(1+\epsilon)}\right\} \cdot \sum_{j=1}^{n} j \cdot t^{j}
\end{array} .\right.
\end{aligned}
$$

By the Weierstrass $M$ criterion, the series of functions $\gamma_{n}^{\prime}:[1,1+\epsilon] \rightarrow \mathbb{R}$ converges uniformly to the function

$$
\begin{aligned}
s \mapsto & C_{0}^{s}\left\{\log C_{0}\left[1+\sum_{j=1}^{\infty} t^{j s} e^{s \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}}\right]\right. \\
& \left.+\sum_{j=1}^{\infty}\left[t^{j s} e^{s \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}} \cdot j \cdot \log t \cdot \sum_{k=1}^{j} \frac{(-1)^{k+1}}{k}\right]\right\} .
\end{aligned}
$$

Hence, the function $\gamma^{\prime}:[1,1+\epsilon] \rightarrow \mathbb{R}$ is well defined.
It follows from the above that expression [24] is true if $z(1)$ is finite. Now we will investigate if $z(1)$ is finite for the case of a general cylinder $[w]$. Considering the indicator function $I_{[w]}$ of the cylinder [ $w$ ], we obtain from the results in Section A.1 that

$$
z(s)=L_{s}^{|w|}+\sum_{n=1}^{\infty} \prod_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z\right)\right)
$$

where it remains to analyze the convergence as $s \rightarrow 1$.
Theorem A.7. $z(1)$ is finite in the case of the existence of the limit

$$
\begin{equation*}
\lim _{s \rightarrow 1} \sum_{k=0}^{\infty} \prod_{i=0}^{k} C_{i}^{s} \tag{26}
\end{equation*}
$$

Therefore, in this case, $\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s)=-\frac{z(1)}{\gamma^{\prime}(1)}$ exists. Note that condition 26 does not depend on the cylinder set $[w]$.

Proof. When $w=u 0$ (it is possible for $u$ to be the empty word),

$$
\begin{aligned}
\prod_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z\right)\right) & =\prod_{k=0}^{|w|-1} f^{s}\left(\sigma^{k}(u 0 \ldots)\right) \prod_{k=0}^{n-1} f^{s}\left(\sigma^{k}\left(1^{n} z\right)\right) \\
& =\prod_{k=0}^{|w|-1} f^{s}\left(\sigma^{k}(u 0 \ldots)\right) \prod_{k=0}^{n-1} C_{n-k}^{s},
\end{aligned}
$$

where $u 0 \ldots$ can be any point in $\Omega$ in the cylinder [ $u 0$ ]. Thus,

$$
z(s)=L_{s}^{|w|}+\prod_{k=0}^{|w|-1} f^{s}\left(\sigma^{k}(u 0 \ldots)\right) \sum_{n=1}^{\infty} \prod_{k=0}^{n-1} C_{n-k}^{s}
$$

When $w=u l^{l}$, with $u$ empty or having 0 as the last digit,

$$
\begin{aligned}
\prod_{k=0}^{n+|w|-1} f^{s}\left(\sigma^{k}\left(w 1^{n} z\right)\right) & =\prod_{k=0}^{|w|-l} f^{s}\left(\sigma^{k}(u \ldots)\right) \prod_{k=0}^{n+l-1} f^{s}\left(\sigma^{k}\left(1^{n+l} z\right)\right) \\
& =\prod_{k=0}^{|w|-1} f^{s}\left(\sigma^{k}(u \ldots)\right) \prod_{k=0}^{n+l-1} C_{n+l-k}^{s},
\end{aligned}
$$

where $u \ldots$ can be any point in $\Omega$ in the cylinder $[u]$. Thus,

$$
z(s)=L_{s}^{|w|}+\prod_{k=0}^{|w|-l-1} f^{s}\left(\sigma^{k}(u \ldots)\right) \sum_{n=1}^{\infty} \prod_{k=0}^{n-1} C_{n+l-k}^{s}
$$

In both cases, convergence of $\lim _{s \rightarrow 1} z(s)$ is guaranteed by the existence of $\sum_{k=0}^{\infty} \prod_{i=0}^{k} C_{i}^{s}$.
A.3. A more general family of examples. The most general situation where the calculations of the preceding section are valid is in the case of uniform convergence of the sequence of functions

$$
\begin{aligned}
& {[1,1+\epsilon] \ni s \mapsto \sum_{j=1}^{n}\left(\prod_{k=1}^{j} C_{k}\right)^{s}} \\
& {[1,1+\epsilon] \ni s \mapsto \sum_{j=1}^{n}\left(\prod_{k=1}^{j} C_{k}\right)^{s} \cdot \log \left(\prod_{k=1}^{j} C_{k}\right)}
\end{aligned}
$$

Nevertheless, the second condition is implied by the first, for

$$
\begin{aligned}
& \sum_{j=1}^{\infty}\left[\left(\prod_{k=1}^{j} C_{k}\right)^{s} \cdot \log \left(\prod_{k=1}^{j} C_{k}\right)\right]-\sum_{j=1}^{n}\left[\left(\prod_{k=1}^{j} C_{k}\right)^{s} \cdot \log \left(\prod_{k=1}^{j} C_{k}\right)\right] \\
= & \sum_{j=n+1}^{\infty}\left(\prod_{k=1}^{j} C_{k}\right)^{s} \cdot \log \left(\prod_{k=1}^{j} C_{k}\right),
\end{aligned}
$$

and the first convergence conditions bounds $\log \prod_{k=1}^{j} C_{k}$.
Trying to generalize the calculations of the preceding section, we present a class $\Lambda$ of potentials $f$ for which they can be extended. Choose a sequence $\left(\alpha_{k}\right)_{k \in \mathbb{N}}$, with the property that $\sum_{k \in \mathbb{N}} \alpha_{k}$ converges and fix $t \in(0,1)$. Then define $C_{k}:=t e^{\alpha_{k}}$, for $k \in \mathbb{N}$, and define $C_{0}$ by 21, so that the eigenvalue is normalized. The potential $f$ associated to those choices is then given by (14). We denote by $\Lambda$ the class of such potentials. We observe that $\Lambda$ is a family indexed by the set

$$
\left\{\left(\left(\alpha_{k}\right)_{k \in \mathbb{N}}, t\right) ; \sum_{k \in \mathbb{N}} \alpha_{k} \text { converges } \& t \in(0,1)\right\} .
$$

Using the notation of the preceding sections,

$$
\gamma_{n}^{\prime}(s)=C_{0}^{s}\left\{\log C_{0}\left[1+\sum_{j=1}^{n} t^{j s} e^{s \cdot \sum_{k=1}^{j} \alpha_{k}}\right]+\sum_{j=1}^{n}\left[t^{j s} e^{s \cdot \sum_{k=1}^{j} \alpha_{k}} \cdot j \cdot \log t \cdot \sum_{k=1}^{j} \alpha_{k}\right]\right\}
$$

the same arguments used there to prove the uniform convergence of $\left(\gamma_{n}^{\prime}\right)$ can be used again to show that $\gamma^{\prime}(1)$ is finite (see Theorem A.6. Indeed, under the hypothesis of convergence of the series $\sum_{k \in \mathbb{N}} \alpha_{k}$, we can define

$$
\rho=\sup _{n \in \mathbb{N}} \sum_{k=1}^{n} \alpha_{k}
$$

and get the same estimates as in the preceding section. In the same way as before, if condition (26) is true, then the convergence of $\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s)$ is guaranteed. Hence, we have shown the following.

Theorem A.8. For the potentials $g=\log f$, with $f \in \Lambda$, the limit

$$
\begin{equation*}
\lim _{s \rightarrow 1^{+}}(s-1) \zeta_{+}(s) \tag{27}
\end{equation*}
$$

exists.

## Appendix B. Appendix B: A HaAr basis for $L^{2}$ spaces and explicit calculations of Eigenfunctions

We now briefly discuss the construction of spectral triples in [KS13] which we recall now. Let $(\Omega, T)$ refer to a topologically mixing subshift of finite type (cf. Section 3.3), $\varphi: \Omega \rightarrow \mathbb{R}$ a Hölder continuous potential, $\mu$ to the associated equilibrium state as in Corollary 2.10 and $L^{2}(\mu)$ to the Hilbert space of complex valued and $\mu$-square integrable functions. Furthermore, for $a \in C(\Omega)$, set $L_{a}: L^{2}(\mu) \rightarrow L^{2}(\mu), f \mapsto a f$ and note that $a \mapsto L_{a}$ defines a faithful representation of the $C^{*}$ algebra $C(\Omega)$. Hence, in order to obtain a spectral triple, it remains to construct a suitable Dirac operator $D$. In order to do so, the authors construct a Haar basis of $L^{2}(\mu)$, then use this basis in order to define $D$ on the dense subset of finite linear combinations of this subset (cf. Equation (13) in (KS13) and finally show that $\left(C(\Omega), L^{2}(\mu), D\right)$ is a spectral triple (Theorem 4.1 in in (KS13]) and that the associated spectral metric is a metric.

We now recall their construction for the particular case of $\Omega:=\{0,1\}^{\mathbb{N}}$ in order to have the most simple example at hand. In here, we refer to $W^{*}=\bigcup_{n \geq 1}\{0,1\}^{n}$ as the set of finite words. Moreover, for each $w \in W^{*}$, define the inner product

$$
\left\langle\left(x_{0}, x_{1}\right),\left(y_{0}, y_{1}\right)\right\rangle_{w}:=\mu([w 0]) x_{0} y_{0}+\mu([w 1]) x_{1} y_{1}
$$

on $\mathbb{R}^{2}$ and set $f_{w, 0}:=\mu([w 0])^{-1 / 2}(1,0)$ and $f_{w, 1}:=\mu([w 1])^{-1 / 2}(0,1)$. Then, $\left\{f_{w, i}: i=0,1\right\}$ is an orthonormal basis with respect to $\langle\cdot, \cdot\rangle_{w}$. As we are in dimension 2 and $\left\|\mu([w])^{-1}(1,1)\right\|_{w}=1$, there exists a unique matrix $A_{\omega} \in \mathrm{GL}_{2}(\mathbb{R})$ such that the determinant of $A_{w}$ is positive, $A_{w}$ is an isometry with respect to $\langle\cdot, \cdot\rangle_{w}$ and $A_{w} f_{w, 1}=\mu([w])^{-1 / 2}(1,1)$. Namely, as it easily can be verified,

$$
A_{w}=\sqrt{\frac{\mu([w 1])}{\mu([w])}}\left(\begin{array}{cc}
1 & 1 \\
-\frac{\mu([w 0])}{\mu([w 1])} & 1
\end{array}\right)
$$

Moreover, the $A_{w}$-image of $f_{w, 0}$ is

$$
A_{w}\left(f_{w, 0}\right)=\sqrt{\frac{\mu([w 1])}{\mu([w]) \mu([w 0])}}\left(\begin{array}{cc}
1 & 1 \\
-\frac{\mu([w 0])}{\mu([w 1])} & 1
\end{array}\right)\binom{1}{0}=\mu([w])^{-1 / 2}\binom{\sqrt{\mu([w 1]) / \mu([w 0])}}{-\sqrt{\mu([w 0]) / \mu([w 1])}} .
$$

From the above, following the reasoning in [KS13], we set

$$
\begin{align*}
e_{w} & :=\frac{\left\langle f_{w, 0}, A_{w}\left(f_{w, 0}\right)\right\rangle_{w}}{\sqrt{\mu([w 0])}} \mathbf{1}_{[w 0]}+\frac{\left\langle f_{w, 1}, A_{w}\left(f_{w, 0}\right)\right\rangle_{w}}{\sqrt{\mu([w 1])}} \mathbf{1}_{[w 1]} \\
& =\frac{1}{\sqrt{\mu([w])}}\left(\sqrt{\frac{\mu([w 1])}{\mu([w 0])}} \mathbf{1}_{[w 0]}-\sqrt{\frac{\mu([w 0])}{\mu([w 1])}} \mathbf{1}_{[w 1]}\right) . \tag{28}
\end{align*}
$$

We are now in position to apply Theorem 3.5 in (KS13]. That is, one obtains that

$$
\mathbb{B}:=\left\{e_{w} ; w \in W^{*}\right\} \cup\left\{\mu([0])^{-\frac{1}{2}} \mathbf{1}_{[0]}, \mu([1])^{-\frac{1}{2}} \mathbf{1}_{[1]}\right\}
$$

is a Haar basis of $L^{2}(\mu)$. Furthermore, as the proof of Theorem 3.5 only makes use of the property that $\mu(\Omega)=1$, this in fact holds for any probability measure $\mu$. As an immediate consequence of orthonormality of $\mathbb{B}$, it follows that the following operator $D$ is well defined for any finite linear combination $f$ of elements in $\mathbb{B}$ by

$$
\begin{equation*}
D(f):=\frac{\left\langle f, \mathbf{1}_{[0]}\right\rangle}{\mu([0])} \mathbf{1}_{[0]}+\frac{\left\langle f, \mathbf{1}_{[1]}\right\rangle}{\mu([1])} \mathbf{1}_{[1]}-\langle f, \mathbf{1}\rangle \mathbf{1}+\sum_{w \in W^{*}} \frac{\left\langle f, e_{w}\right\rangle}{\mu([w])} e_{w} . \tag{29}
\end{equation*}
$$

As $\mathbb{B}$ is a basis of $L^{2}(\mu)$, it follows that $D$ is densely defined. Now assume that $\varphi: \Omega \rightarrow \mathbb{R}$ is $\omega_{0, \beta \log }{ }^{-}$ Hölder continuous for some $\beta>1$ and that $\mu$ is given by Corollary 2.10 Moreover, as the proof of Theorem 4.1 in KS13] only makes use of $\mu([w]) \rightarrow 0$ as the length of $w$ tends to infinity and the distortion estimate in (2), we obtain the following partial generalisation to not necessarily Hölder continuous potentials.

Corollary B.1. If $\varphi: \Omega \rightarrow \mathbb{R}$ is $\omega_{0, \beta l o g-H o ̈ l d e r ~ c o n t i n u o u s ~ f o r ~ s o m e ~} \beta>1$ and $\mu$ is given by Corollary 2.10, then $\left(C(\Omega), L^{2}(\mu), D\right)$ is a spectral triple.

However, in order to have an explicit expression for $D$ it is necessary to compute the values $\mu([w])$ for any cylinder set $[w]$ in $\Omega$. The main motivation of this appendix is in fact to provide these expressions for a class of normalized potentials in the Walters family. Before we do so, we give two simple examples.

Example B.2. Assume that $P=\left(P_{i, j}\right)_{i, j=0,1}$ is a stochastic matrix and that $\pi \in \mathbb{R}^{2}$ is a left invariant probability vector of $P$. It is then well known that

$$
\mu\left(\left[w_{0} \ldots w_{n}\right]\right):=\pi\left(w_{0}\right) P_{w_{0} w_{1}} \cdots P_{w_{n-1} w_{n}}
$$

defines a $T$-invariant probability measure. Recall that a measure of this type also is known as the Markov measure associated with $P$, $\pi$. In this case, $\mathbb{B}$ is the union of $\pi(0)^{-1 / 2} \mathbf{1}_{[0]}, \pi(1)^{-1 / 2} \mathbf{1}_{[1]}$ and, for $w=\left(w_{0} \ldots w_{n}\right) \in W^{*}$,

$$
\begin{equation*}
e_{x}=\frac{1}{\sqrt{\mu([w])}}\left(\sqrt{\frac{P_{x_{n, 1}}}{P_{x_{n}, 0}}} \mathbf{1}_{[x 0]}-\sqrt{\frac{P_{x_{n}, 0}}{P_{x_{n}, 1}}} \mathbf{1}_{[x 1]}\right) . \tag{30}
\end{equation*}
$$

Example B.3. For the case of the measure $\mu$ of maximal entropy, the above simplifies to, with $|w|$ referring to the length of $w$,

$$
\begin{equation*}
\mathbb{B}=\left\{\sqrt{2}^{-1} \mathbf{1}_{[0]}, \sqrt{2}^{-1} \mathbf{1}_{[1]},\right\} \cup\left\{\sqrt{2}^{-|w|}\left(\mathbf{1}_{[w 0]}-\mathbf{1}_{[w 1]}\right): w \in W^{*}\right\} . \tag{31}
\end{equation*}
$$

B.1. Explicit computations for the equilibrium probability for potentials on the Walters family. Our purpose here is to describe how one can get explicit expressions for 28) which are necessary for defining the momentum operator $D$ explicitly in the case of potentials on the Walters family.

Firstly, we will state a theorem of Wal07 which we will apply. For a potential $g$ in the Walters family, which satisfies the hypotheses of Ruelle's Theorem, $\lambda$ will refer to the maximal positive eigenvalue and $h: \Omega \rightarrow \mathbb{R}$ to the corresponding positive eigenfunction. Furthermore, $\hat{\phi}: \Omega \rightarrow \mathbb{R}$ will denote the exponential of the normalized potential, that is,

$$
\hat{\phi}=\frac{h \cdot e^{g}}{\lambda h \circ \sigma} .
$$

The probability measures $\mu$ and $v$ are, respectively, the eigenfunction of the dual of the Ruelle Operator and the equilibrium state of $g$. Note that they are related through the Radon-Nikodym derivative by $d \mu=h^{-1} d v$. In here, we are mainly interested in potentials of the form $g=\log f$ with $f \in \Lambda$ and $\Lambda$ as constructed in A. 3 Observe that in this case, $\lambda=1$.

Theorem B.4. For a potential $g$ of Walters type, which is determined by the convergent sequences $\left(a_{n}\right)_{n \in \mathbb{N}},\left(b_{n}\right)_{n \in \mathbb{N}},\left(c_{n}\right)_{n \in \mathbb{N}}$ and $\left(d_{n}\right)_{n \in \mathbb{N}}$, the eigenfunction $h: \Omega \rightarrow \mathbb{R}$ of Ruelle's operator is determined by the following equations:

$$
\begin{aligned}
& h\left(0^{n} 1 z\right)=\alpha_{n}=\frac{\alpha\left(\lambda-e^{a}\right)}{\lambda e^{d}}\left[e^{d_{n}}+\sum_{j=1}^{\infty} \frac{e^{d_{j+n}}}{\lambda^{j}} \exp \left(\sum_{i=1}^{j} a_{n+i}\right)\right], \\
& h\left(1^{\infty}\right)=\beta=\frac{\alpha e^{b}\left(\lambda-e^{a}\right)}{e^{d}\left(\lambda-e^{c}\right) \lambda}\left[e^{d_{1}}+\sum_{j=1}^{\infty} \frac{e^{d_{j+1}}}{\lambda^{j}} \exp \left(\sum_{i=1}^{j} a_{i+1}\right)\right], \\
& h\left(1^{n} 0 z\right)=\beta_{n}=\frac{\beta\left(\lambda-e^{c}\right)}{\lambda e^{b}}\left[e^{b_{n}}+\sum_{j=1}^{\infty} \frac{e^{b_{j+n}}}{\lambda^{j}} \exp \left(\sum_{i=1}^{j} c_{n+i}\right)\right],
\end{aligned}
$$

for all $n \in \mathbb{N}$ and all $x \in \Omega$. The free positive parameter $\alpha$ is chosen so that $\mu$ is a probability measure.
For $g=\log f$, with $f \in \Lambda$, we derive the expressions for $h$ :

$$
\begin{aligned}
h\left(0^{n} 1 z\right) & =\alpha_{n}=\frac{\alpha\left(\lambda-e^{a}\right)}{\lambda e^{d}}\left[e^{d_{n}}+\sum_{j=1}^{\infty} \frac{e^{d_{j+n}}}{\lambda^{j}} \exp \left(\sum_{i=1}^{j} a_{n+i}\right)\right] \\
& =\frac{\alpha\left(1-C_{0}\right)}{C_{1}}\left(C_{1}+\sum_{j=1}^{\infty} C_{1} C_{0}^{j}\right)=\alpha\left(1-C_{0}\right)\left(1+\frac{C_{0}}{1-C_{0}}\right)=\alpha .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
h\left(1^{\infty}\right) & =\beta=\frac{\alpha e^{b}\left(\lambda-e^{a}\right)}{e^{d}\left(\lambda-e^{c}\right) \lambda}\left[e^{d_{1}}+\sum_{j=1}^{\infty} \frac{e^{d_{j+1}}}{\lambda^{j}} \exp \left(\sum_{i=1}^{j} a_{i+1}\right)\right] \\
& =\frac{\alpha C_{0}\left(1-C_{0}\right)}{C_{1}(1-t)}\left(C_{1}+\sum_{j=1}^{\infty} C_{1} C_{0}^{j}\right)=\frac{\alpha C_{0}}{1-t},
\end{aligned}
$$

and

$$
\begin{aligned}
h\left(1^{n} 0 z\right) & =\beta_{n}=\frac{\beta\left(\lambda-e^{c}\right)}{\lambda e^{b}}\left[e^{b_{n}}+\sum_{j=1}^{\infty} \frac{e^{b_{j+n}}}{\lambda^{j}} \exp \left(\sum_{i=1}^{j} c_{n+i}\right)\right] \\
& =\frac{\beta(1-t)}{C_{0}}\left[C_{0}+\sum_{j=1}^{\infty} C_{0}\left(\prod_{i=1}^{j} C_{n+i}\right)\right]=\beta(1-t)\left[1+\sum_{j=1}^{\infty}\left(\prod_{i=1}^{j} C_{n+i}\right)\right] \\
& =\alpha C_{0}\left[1+\sum_{j=1}^{\infty}\left(\prod_{i=1}^{j} C_{n+i}\right)\right]=\alpha\left(\frac{1+\sum_{j=1}^{\infty} \prod_{i=1}^{j} C_{n+j}}{1+\sum_{j=1}^{\infty} \prod_{i=1}^{j} C_{i}}\right)
\end{aligned}
$$

Note that $\lim _{n \rightarrow \infty} \beta_{n}=\beta$. Hence,

$$
\lim _{n} \beta_{n}=\beta(1-t)\left[1+\lim _{n} \sum_{j=1}^{\infty} \prod_{i=1}^{j} C_{n+j}\right]=\beta(1-t)\left[1+\sum_{j=1}^{\infty} t^{j}\right]=\beta .
$$

From the above equations, it is also possible to derive explicitly the function $\hat{\phi}$ :

$$
\begin{aligned}
& \hat{\phi}\left(0^{n+1} 1 z\right)=C_{0}:=\gamma_{n+1}, \quad \hat{\phi}\left(01^{n} 0 z\right)=\frac{\alpha C_{0}}{\beta_{n}} \\
& \hat{\phi}\left(1^{n+1} 0 z\right)=\frac{\beta_{n+1} \cdot C_{n+1}}{\beta_{n}}:=\delta_{n+1}, \quad \hat{\phi}\left(10^{n} 1 z\right)=\frac{\beta_{1} \cdot C_{1}}{\alpha},
\end{aligned}
$$

and the normalization condition can be explicitly verified:

$$
\begin{aligned}
\hat{\phi}\left(10^{n} 1 z\right) & =\frac{\beta_{1} \cdot C_{1}}{\alpha}=\frac{C_{1}}{\alpha} \alpha C_{0}\left[1+\sum_{j=1} \infty \prod_{i=1}^{j} C_{1+i}\right] \\
& =C_{0}\left[\sum_{j=1}^{\infty} \prod_{i=1}^{j} C_{i}\right]=1-C_{0}=1-\gamma_{n+1} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\hat{\phi}\left(01^{n} 0 z\right)= & \frac{\alpha \cdot C_{0}}{\beta_{n}}=\frac{\alpha C_{0}}{\alpha C_{0}\left[1+\sum_{j=1}^{\infty} \Pi_{i=1}^{j} C_{n+i}\right]}=\frac{1}{1+\sum_{j=1}^{\infty} \Pi_{i=1}^{j} C_{n+i}}=1-x \\
& \Uparrow \\
x= & 1-\frac{1}{1+\sum_{j=1}^{\infty} \Pi_{i=1}^{j} C_{n+1}}=\frac{\sum_{j=1}^{\infty} \Pi_{i=1}^{j} C_{n+i}}{1+\sum_{j=1}^{\infty} \prod_{i=1}^{j} C_{n+i}} \\
= & \frac{\alpha C_{0} C_{n+1}\left[1+\sum_{j=1}^{\infty} \Pi_{i=1}^{j} C_{n+1+i}\right]}{\alpha C_{0}\left[1+\sum_{j=1}^{\infty} \Pi_{i=1}^{j} C_{n+i}\right]}=C_{n+1} \frac{\beta_{n+1}}{\beta_{n}}=\delta_{n+1} .
\end{aligned}
$$

The equilibrium measure $v$, which is the Ruelle Operator's eigenmeasure for the potential $\log \hat{\phi}$, instead of $g$, satisfies the following equations:

Theorem B.5. For each $k \in \mathbb{N}$, we define

$$
\begin{array}{ll}
i_{k}=\prod_{j=2}^{k} \gamma_{j}, & c_{k}=\left(1-\gamma_{k+1}\right), \\
d_{k}=\left(1-\delta_{k+1}\right), \prod_{j=2}^{k} \delta_{j}, & f_{k}=\prod_{j=2}^{k} \delta_{j}, \\
\Gamma_{k}=\sum_{i=0}^{\infty}\left(\prod_{j=0}^{i} \gamma_{k+i}\right), & \Delta_{k}=\sum_{i=0}^{\infty}\left(\prod_{j=0}^{i} \delta_{k+i}\right)
\end{array}
$$

and write $\Theta=\Gamma_{2}+\Delta_{2}+2$. The unique equilibrium state $v$ for $g$ is determined by the equations

$$
\begin{array}{ll}
v([01])=v([10])=\frac{1}{\Theta}, & v([00])=\frac{\Gamma_{2}}{\Theta}, \quad v([11])=\frac{\Delta_{2}}{\Theta}, \\
v\left(\left[0^{n+2}\right]\right)=\frac{\left(\prod_{j=2}^{n+1} \gamma_{j}\right) \cdot \Gamma_{n+2}}{\Theta}, & v\left(\left[1^{n+2}\right]\right)=\frac{\left(\prod_{j=2}^{n+1} \delta_{j}\right) \cdot \Delta_{n+2}}{\Theta} .
\end{array}
$$

Moreover, for $r \in \mathbb{N}, i \in \mathbb{N}_{r}, k_{i}, l_{i} \in \mathbb{N}$,

$$
\begin{gathered}
v\left(\left[0^{k_{1}} 1^{l_{1}} 0^{k_{2}} 1^{l_{2}} \ldots 0^{k_{r}} 1^{l_{r}}\right]\right)=\frac{i_{k_{1}} d_{l_{1}}\left(\prod_{j=2}^{r-1} c_{k_{j}} d_{l_{j}}\right) c_{k_{r}} f_{l_{r}}}{\Theta}, \\
v\left(\left[0^{k_{1}} 1^{l_{1}} 0^{k_{2}} 1^{l_{2}} \ldots 1^{l_{r-1}} 0^{k_{r}}\right]\right)=\frac{i_{k_{1}}\left(\prod_{j=1}^{r-2} d_{l_{j}} c_{k_{j}}\right) d_{l_{r-1}}(r) i_{k+r}}{\Theta} ;
\end{gathered}
$$

if, in the two last equations, we change zeros by ones and ones by zeros in the left sides, the right sides changes by switching $f^{\prime}$ s by $i^{\prime} s, i^{\prime}$ s by $f^{\prime} s, c^{\prime}$ s by $d^{\prime}$ s and $d^{\prime} s$ by $c^{\prime} s$.

From the above we get

$$
i_{k}=C_{0}^{k-1}, c_{k}=\left(1-C_{0}\right) C_{0}^{k-1}, d_{k}=\left(1-\frac{\beta_{k+1} C_{k+1}}{\beta_{k}}\right) \frac{\beta_{k}}{\beta_{1}} \prod_{j=2}^{k} C_{j}, f_{k}=\frac{\beta_{k}}{\beta_{1}} \prod_{j=2}^{k} C_{j} .
$$

With all this information we can determine the $v$-measure or the $\mu$-measure of each cylinder set $[x]$. For $v, \overline{B .5}$ and the above identities are enough, whereas for $\mu$-measures, it is necessary to use the relation $d \mu=h^{-1} d v$. For example,

$$
\mu([00])=\sum_{k=2}^{\infty} \mu\left[0^{k} 1\right]=\sum_{k=2}^{\infty} \int 1_{\left[0^{k} 1\right]} h^{-1} d v=\sum_{k=2}^{\infty} \frac{v\left[0^{k} 1\right]}{h\left(0^{k} 1 z\right)}=\sum_{k=2}^{\infty} \frac{\prod_{j=2}^{k} \gamma_{j}}{h\left(0^{k} 1 z\right)\left(\Gamma_{2}+\Delta_{2}+2\right)},
$$

and then, it follows

$$
\mu([00])=\frac{1}{\Theta} \sum_{k=2}^{\infty} \frac{\prod_{j=2}^{k} \gamma_{j}}{h\left(0^{k} 1 z\right)}=\frac{1}{\alpha \cdot \Theta} \sum_{k=2}^{\infty} C_{0}^{k-1}=\frac{C_{0}}{\alpha \Theta\left(1-C_{0}\right)} .
$$

Or, another example,

$$
\begin{aligned}
& \mu\left(\left[0^{k_{1}} 1^{l_{1}} \ldots 0^{k_{r}} 1^{l_{r}} 0\right]\right) \\
= & \int_{\left[0^{k_{1}} 1\right.} l_{1} \ldots 0^{k_{r}} 1_{r} l_{0]} h^{-1} d v=h^{-1}\left(0^{k_{1}} 1 z\right) v\left[0^{k_{1}} 1^{l_{1}} \ldots 0^{k_{r}} 1^{l_{r}} 0\right] \\
= & h^{-1}\left(0^{k_{1}} 1 z\right) \frac{i_{k_{1}}\left(\prod_{j=1}^{r-1} d_{l_{j}} c_{k_{j+1}}\right) d_{l_{r}}}{\Gamma_{2}+\Delta_{2}+2} \\
= & \frac{C_{0}^{k_{1}-1}}{\alpha \Theta} \prod_{j=1}^{r-1}\left[\left(1-\frac{\beta_{l_{j}+1} C_{l_{j}+1}}{\beta_{l_{j}}}\right) \frac{\beta_{l_{j}}}{\beta_{1}}\left(\prod_{i=2}^{l_{j}} C_{i}\right)\left(1-C_{0}\right) C_{0}^{k_{j}}\right]\left(1-\frac{\beta_{l_{r}+1} C_{l_{r}+1}}{\beta_{l_{r}}}\right) \frac{\beta_{l_{r}}}{\beta_{1}} \prod_{j=2}^{l_{r}} C_{j} .
\end{aligned}
$$

The computations above describe a general method for getting the probabilities of several kinds of cylinder sets.
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