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List of Notation

α The natural partition, α = {[a] : a is a states}
a A word
[a] A cylinder
a n−→ b a connects to b in n steps (∃ξi s.t. (a,ξ1, . . . ,ξn−1,b) is admissible)
a0, . . . ,an−1 (a,a,a, . . .), where a = (a0, . . . ,an−1)
B Borel σ–algebra
δy Dirac measure at y: δy(E) = 1 if E 3 y, δy(E) = 0 otherwise
log ln(= loge)
Lφ Ruelle’s operator
M±1 A quantity with values in [M−1,M] (a = M±1b⇔M−1b≤ a≤Mb).
±M A quantity with values in [−M,M] (a = b±M⇔ |a−b| ≤M).
N {1,2,3, . . .}
N0 N∪{0}
(Ω ,F ,µ) a general measure space
O(1) A bounded quantity
o(1) A quantity which tends to zero
1E The indicator function of E (equal to one on E, and zero otherwise)
PT (X) The T –invariant Borel probability measures on X
PG(φ) The Gurevich pressure of φ

s.t. such that
S The set of states
TMS Topological Markov Shift (one–sided, unless states otherwise)
σ(γ) The smallest σ–algebra which contains γ

T The left shift map
T̂ The transfer operator
varnφ sup{|φ(x)−φ(y)| : xi = yi (i = 0, . . . ,n−1)} (“n–th variation”)
w.l.o.g. without loss of generality
w.r.t with respect to
Wn The collection of admissible words of length n
X (usually) a TMS
xn

m (xm,xm+1, . . . ,xn)
x∞

m (xm,xm+1, . . .)
Zn(φ ,a) ∑T nx=x expφn(x)1[a](x)
Z∗n(φ ,a) ∑T nx=x expφn(x)1[ϕa=n](x), ϕa(x) := 1[a](x) inf{n≥ 1 : T n(x) ∈ [a]}
TMS Topological Markov shift

∗ A place holder for any possible symbol
� µ � ν ⇔ (ν(E) = 0⇒ µ(E) = 0)
∼ an ∼ bn⇔ an/bn→ 1, µ ∼ ν ⇔ (µ � ν and ν � µ)
� an � bn⇔∃M,N [∀n > N (M−1 ≤ an/bn ≤M)]



Chapter 1
Introduction and basic definitions

In this chapter we give an overview of the basic concepts of the thermodynamic
formalism, and explain the heuristics which led to their creation. The discussion is
non-rigorous, and meant as a motivation for the mathemtical work in the following
chapters.

1.1 What is the thermodynamic formalism

The aim of ergodic theory is to understand the stochastic behavior of deterministic
dynamical systems T : X → X . It does so by studying the ergodic invariant prob-
ability measures of the system. Given such a measure µ , the “ergodic theorems”
provide quantitative information on the behavior of T i(x) as i→ ∞ for µ–almost
every x ∈ X .

But the results are sensitive to the choice of the measure µ . Different ergodic
invariant probability measures of the same dynamical system are always mutually
singular (Problem 1.1), so what holds almost surely with respect to one measure
will often be an event of measure zero with respect to the other.

Since it is very common for a dynamical system to have many different ergodic
invariant measures, we are faced with the following problem: which invariant mea-
sure to choose to analyze the system?

A similar problem exists in statistical physics. Statistical physics aims at ex-
plaining the large scale behavior of a many–particle system (such as a gas) from the
microscopic behavior of its constituents (e.g. the gas molecules). An important idea
in this theory is that macroscopic quantities (heat, pressure, etc.) can be viewed as
weighted averages of quantities which are defined in terms of the constituents of
the system (the sum of the energies of molecules, or the sum of the forces exerted
by the molecules hitting a piston during a short interval of time per unit area). The
averaging is done over the collection of all possible states of the system. Usually, it
is a weighted average.
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4 1 Introduction

Again we run into a problem: the value of weighted average depends on the
weights. What weighting scheme should we use?

Of course physics has mathematics at an advantage, because it has a source of
experimental data to rely on. We know experimentally what macroscopic behavior
to expect: that is what the collection of empirical laws of thermodynamics are about.
Thus we can, at least in principle, know which choices of weights lead to the right
answer, and which do not. The great physicist J.W. Gibbs came up with a list of
recipes for the averaging schemes which work in various scenarios.1

We describe one such scenario. Imagine a many–particle system A which is con-
tact with another much larger system B so that

1. A and B can exchange energy, but not particles;
2. B is at equilibrium and has temperature T ;
3. B is much larger than A, so that it contact with A does not affect its equilibrium

state.

Such systems B are called heat baths.
Let X denote the set of all possible states of system A: each element of X is a

complete list of all the positions and velocities of all the particles in A. Assume for
simplicity that the set of all possible states is a finite set {s1, . . . ,sN}.2 We think of
the actual state of the system as constantly fluctuating, and random. Gibbs’ rule for
the probabilistic weights of the different states at equilibrium is

Pr(si) :=
1

Z(β )
e−βU(si), where Z(β ) :=

N

∑
i=1

e−βU(si) and β =
1

kBT
. (1.1)

Here U(si) is the total energy of system A when it is at state si, and kB is a univer-
sal constant (“Boltzman’s constant”). The constant β is sometimes called “inverse
temperature”.

The probability distribution (1.1) is called by physicists the canonical ensemble.
Mathematicians call it the Gibbs measure.

Ya. Sinai and D. Ruelle had the idea of importing the ideas of Gibbsian statistical
physics to the theory of smooth dynamical systems, so as to come up with principles
for choosing “natural” invariant measures for study in this context. The theory of
these measures and their properties is now known under the name Thermodynamic
Formalism (following a monograph with this name as a title by D. Ruelle [3]).

At first sight this idea may seem a bit unnatural. Gibbs devised his averaging
schemes with the experimental facts of thermodynamics in mind. But many of the
important examples in the theory of dynamical systems have their origins in geome-
try, or number theory, or algebra, and have no relation to physics. Even the examples

1 Apparently this was anticipated by L. Boltzmann, see [2], §1.1.9.
2 This assumption is certainly not true. But it could be argued that due to resolution problems
there are only finitely many distinguishable states, so there is no harm in working with a finite
discretization of X rather than with X itself. The procedure of passing from a continuum of states
to a finite discrete set is called coarse graining.
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which arise out of classical mechanics or celestial mechanics physics usually deal
with a small number of particles (three is already too difficult) and are therefore
outside the scope of thermodynamics (∼ 1024 particles).

The undisputable fact is, however, that thermodynamic formalism is relevant to
the study of many of these systems! Thermodynamic formalism is one of the most
ubiquitous parts of ergodic theory, with numerous applications to complex analysis,
geodesic flows, geometric measure theory, and the theory of dependent stochastic
processes.

The question is how come the theory is so useful? The reason is quite simple,
although somewhat technical: It so happens that thermodynamic selection princi-
ples produce measures m whose Jacobian functions (see chapter 2) have strong reg-
ularity properties (the logarithm of the Jacobian is up to a negative constant an
“energy function”). The tools of the theory apply to all measures with “regular” Ja-
cobians. The reason this is so useful is that measures with regular (even smooth)
Jacobians arise naturally in many mathematical contexts, with or without connec-
tions to physics. Form the technical point of view

Thermodynamic formalism is the part of ergodic theory which studies measures
under assumptions on the regularity of their Jacobian functions.

The insight of Sinai and Ruelle was that the analogy with physics can be used to
explore such measures, even if the original setting has absolutely nothing to do with
statistical mechanics.

1.2 The basic notions of the thermodynamic formalism

The purpose of thermodynamic formalism is to define and analyze, for a given dy-
namical system T : X → X , probability measures which satisfy (1.1). But in the
dynamical context it is impossible to use (1.1) directly, for reasons which will be
explained below. Therefore one needs to invent weak variants of (1.1).

We explain the problem and the approaches for its solution by analyzing a simple
example, where the analogy with physics is easy to understand. Let T : X → X be
the following dynamical system:

1. X = {(x0,x1,x2, . . .) : xi ∈ {0,1}}, with the topology generated by the cylinder
sets [a0, . . . ,an−1] := {x ∈ X : x0 = a0, . . . ,xn−1 = an−1} (n ∈ N,ai ∈ {0,1});

2. T : X → X is defined by T (x0,x1,x2, . . .) = (x1,x2,x3, . . .).

It is useful to think of X as the collection of all possible configurations of a one–
sided one dimensional lattice with sites 0,1,2, . . ., where each site can be in one of
two states: 0 or 1. Thus x ∈ X is the configuration where site zero is in state x0, site
one is in state x1, and so on.

To define an analogue of the canonical ensemble, we need an energy function.
Imagine that the different sites of the lattice “interact”. Let

U(x) = U(x0|x1,x2,x3, . . .)
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denote the total “potential energy” at site zero due its “interaction” with the other
sites. It is useful to think about this quantity as minus the energy one needs to invest
to break site zero from the lattice and move it to infinity. Using this interpretation it
is easy to see that the total potential energy of the first n–sites is

U(x)+U(T x)+ · · ·+U(T n−1x).

(To break off the first n–sites we first need to invest −U(x) to take away site zero,
then to invest −U(T x) to take away site one, and so one.)

If we apply (1.1) blindly, we get the following “formula” for the canonical en-
semble on X :

Pr(x) =
“exp(−β ∑

∞
n=0 U(T nx))”

“∑x∈X exp(−β ∑
∞
n=0 U(T nx))”

. (1.2)

But this is meaningless:

1. the numerator has no reason to converge;
2. the denominator has very little hope of converging, because it is a sum over the

uncountable collection of x ∈ X ;
3. finally, the approach of trying to define the probability of each x∈X is inadequate

for the purposes of defining a measure on an uncountable set: if our measure is
non-atomic, then Pr(x) = 0 for all x!

We see that the naı̂ve approach for defining the canonical ensemble leads nowhere.

Mathematical physicists have come up with several ingenious ways of making
sense of (1.2). These lead to several reasonable ways of constructing, or defining,
“Gibbs measures” in our setting. We describe them briefly.

A word on terminology: The various definitions of “Gibbs measures” which are
about to follow are not all equivalent. This could cause some confusion in the liter-
ature, because what is known in the dynamics community as a “Gibbs measure” or
a “Gibbs state” is not what the mathematical physicists call a “Gibbs state”. To pre-
vent the confusion I have chosen to use other terminology. Although widely used,
this terminology is not universally accepted.

1.2.1 Dobrushin–Lanford–Ruelle measures

The definition is based on a heuristic due to Dobrushin.3 Instead of trying to guess
the formula for the Gibbs distribution Pr as a whole, let us try to guess the formula
for the following conditional measures:

Pr(y0,y1, . . . ,yN−1|xN ,xN+1, . . .).

3 The same definition was discovered independently by Lanford and Ruelle a year later.
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By this we mean the conditional distribution of the configuration of the first N sites
(y0, . . . ,yN−1) given that site N is in state xN , site N +1 is in state xN+1 etc.

The point of this exercise is that the problems which prevented us from defining
the Gibbs distribution on X do not arise when trying to define the Gibbs distribution
on {y ∈ X : y∞

N = x∞
N}: (a) the energy content of the first N–sites is finite (equal to

U +U ◦T + · · ·+U ◦T N−1), and (b) the normalization factor Z(β ) is a finite sum
(ranging over the 2N possibilities for (x0, . . . ,xN)). Thus formula (1.1) does make
sense for the conditional measures.

This suggests the following alternative definition of a “Gibbs measure”:

Definition 1.1. Suppose U : X →R is a function, and β > 0. A probability measure
m on X is called a Dobrushin–Lanford–Ruelle (DLR) measure with potential U and
inverse temperature β if for every N,

m(x0, . . . ,xN−1|xN ,xN+1, . . .) =
exp
(
−β ∑

N−1
n=0 U(T nx)

)
ZN(β ,x∞

N)
for a.e. x, (1.3)

where ZN(β ,x∞
N) = ∑(x0,...,xN−1) exp

(
−β ∑

N−1
j=0 U(T jx)

)
a normalization constant.

Equations (1.3) are called the DLR equations. DLR measures also appear in the
literature under the name Gibbs states. The real power of Dobrushin’s idea reveals
itself when the definition is made for higher dimensional lattices (i.e. with Z2 or
Z3 replacing N). In this context DLR measures are often referred to as Gibbsian
Random Fields.

Remark: It does not follow from the Carathéodory or Kolmogorov extensions the-
orems that the DLR equations define a measure. The existence of a measure sat-
isfying (1.3) requires proof. It is also not clear (and in some cases not true) that
equations (1.3) characterize the measure: there are U and β with more than one
DLR measure.

1.2.2 Thermodynamic Limits

Here the idea is to approximate the (uncountable) configuration space X by finite
(or at least countable) discretizations XN , define the Gibbs distribution on XN , and
pass to the limit.

The most popular way of achieving this is to use boundary conditions. Fix x ∈ X
and consider the following (finite) set

XN := T−N{x}= {(y0, . . . ,yN−1;x0,x1,x3, . . .) : y0, . . . ,yN−1 ∈ {0,1}},

which represents all possible configurations subject to the boundary condition that
the site N is in state x0, site N +1 is in state x1 etc.

We determine the Gibbs distribution on this set using the following heuristic
(what follows is not valid mathematically): For each y ∈ T−N{x},
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Pr(y) =
“exp(−β ∑

∞
n=0 U(T ny))”

“∑T N y=x exp(−β ∑
∞
n=0 U(T ny))”

=
exp
(
−β ∑

N−1
n=0 U(T ny)

)
∑T N y=x exp

(
−β ∑

N−1
n=0 U(T ny)

) · “exp(−β ∑
∞
n=N U(T nx))”

“exp(−β ∑
∞
n=N U(T nx))”

=
exp
(
−β ∑

N−1
n=0 U(T ny)

)
∑T N y=x exp

(
−β ∑

N−1
n=0 U(T ny)

) .
This leads to the following definition. Let δy denote the point mass measure at y,

defined by δy(E) = 1 when E 3 y and δy(E) = 0 otherwise.

Definition 1.2. Suppose x ∈ X and define for N ∈ N,

ν
x
N :=

∑T N y=x exp
(
−β ∑

N−1
n=0 U(T ny)

)
δy

∑T N y=x exp
(
−β ∑

N−1
n=0 U(T ny)

) .

Any weak star limit point of the sequence {νx
N}N≥1 is called a thermodynamic limit.

Thermodynamic limits are also called by some people “Gibbs states”.

In the example we are studying X is compact, so thermodynamic limits exist. But
it is not clear whether they are unique, and whether they depend on x.

1.2.3 Equilibrium measures

Suppose (U1, . . . ,UN) is a vector of real numbers, then the probability vector
(p1, . . . , pN) given by pi := e−βUi/∑

N
i=1 e−βUi (i = 1, . . . ,N) is the (unique) proba-

bility vector which brings to a minimum the quantity

F :=
N

∑
i=1

piUi−
1
β

(
−

N

∑
i=1

pi log pi
)
.

This can be proved using Lagrange multipliers.

1. U := ∑
N
i=1 piUi is called the energy of p = (p1, . . . , pN);

2. S :=−∑
N
i=1 pi log pi is the entropy of p;4

3. and F = U− 1
β

S is called the Helmholtz free eneregy of p (or just “free energy”).

This variational characterization of the Gibbs distribution is often interpreted as
saying that “nature minimizes the free energy at equilibrium”.

4 Up to a constant which depends on the context. In information theory, the entropy is measured
logarithms to base 2, not natural logarithms. It is dimensionless. In statistical physics, the average
Boltzmann entropy of p is kB ∑ pi log 1

pi
where kB (Boltzmann’s constant) is a constant which gives

S the dimensions of energy/temperature.
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We now use these ideas to choose a measure on X , the configuration of the infinite
lattice. It is natural to ask for a measure µ which minimizes the free energy per site:

lim
n→∞

1
n

(∫ n−1

∑
k=0

U(T kx)dµ− 1
β

∑
x0,...,xn−1

µ[x0, . . . ,xn−1] log
1

µ[x0, . . . ,xn−1]

)

If µ is T –invariant, then the value of this limit is
∫

Udµ− log2
β

hµ(T ), where hµ(T )
is the metric entropy of µ (we have used here Sinai’s Generator Theorem). The log2
factor is because the metric entropy is defined using logarithms to the base 2.

We are led to the following definition: A T –invariant probability measure µ is
called an equilibrium measure for the potential U and inverse temperature β , if it
minimizes

∫
Udµ− log2

β
hµ(T ).

In the dynamical context it is customary to set φ :=− β

log2U and write
∫

Udµ−
log2

β
hµ(T ) =− log2

β

(
hµ(T )+

∫
φdµ

)
. Minimizing this expression amounts to max-

imizing the term in the brackets (because β > 0). The definition then becomes

Definition 1.3. An invariant probability measure µ is called an equilibrium measure
for a function φ : X → R if it maximizes hµ(T )+

∫
φdµ .

Remark: An equilibrium measure is invariant by definition. But DLR measures
and thermodynamic limits do not need to be T –invariant.

1.2.4 Gibbs measures in the sense of Bowen

This is the definition most frequently used by dynamicists. It is taken from Bowen’s
influential monograph [1]. We continue to use the notation φ :=− β

log2 βU .

Definition 1.4. A Gibbs measure (in the sense of Bowen) for a function φ : X → R
is an invariant probability measure µ for which there are constants M > 1 and P∈R
s.t. the following holds for every cylinder [a0, . . . ,an−1] and n ∈ N:

M−1 ≤ µ[a0, . . . ,an−1]
exp
(
∑

n−1
k=0 φ(T kx)−nP

) ≤M (x ∈ [a0, . . . ,an−1]).

This should be thought of as the approximate identity

m[a0, . . . ,an−1]�
1
Zn

exp
n−1

∑
k=0

φ(T kx), Zn := enP

which is certainly in the spirit of (1.1). The point of this definition is that it is indeed
sometimes possible to find measure like that.

Remark: The term “Gibbs measure (in the sense of Bowen)” is not standard at all.
In the dynamical literature such measures are simply called “Gibbs measures”.
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1.3 Topological Markov shifts

We will develop the thermodynamic formalism in the context of topological Markov
shifts, as this is the context for which the theory is most developed.

1.3.1 Definition and examples

Let S be a countable set and A = (ti j)S×S be a matrix of zeroes and ones with no
columns or rows which are all zeroes. Out of this data one can construct a directed
graph with set of vertices S, and set of edges {a→ b : tab = 1}. The set of all one–
sided infinite allowed paths on the graph is called a topological Markov shift. Here
is the formal definition:

Definition 1.5 (Topological Markov shift). The topological Markov shift (TMS)
with set of states S and transition matrix A= (tab)S×S is the set

X :=
{

x ∈ SN0 : txixi+1 = 1 , ∀i≥ 0
}

(N0 = {0,1,2, . . .}),

equipped with the topology generated by the collection of cylinders

[a0, . . . ,an−1] := {x ∈ X : xi = ai , 0≤ i≤ n−1} (n ∈ N,a0, . . . ,an−1 ∈ S),

and endowed with the action of the left shift map T : (x0,x1, . . .) 7→ (x1,x2, . . .).

The topology of a TMS is metrizable, for example it is given by the metric
d(x,y) := 2−min{n:xn 6=yn} when x 6= y, and d(x,y) := 0 when x = y. With respect to
this metric, X is a complete and separable metric space. But it need not be compact,
or even locally compact (Problem 1.2).

Definition 1.6 (Subshift of Finite Type (SFT)). A TMS with a finite set of states is
called a subshift of finite type (SFT).

Equivalently, a subshift of finite type is a compact topological Markov shift.

Definition 1.7 (Words). A word on an alphabet S is an element (a0, . . . ,an−1) ∈ Sn

(n∈N). The length of the word is n. A word is called admissible (w.r.t. to a transition
matrix A) if the cylinder it defines is non-empty.

Equivalently, (a0, . . . ,an−1) is admissible iff ta0,a1ta1,a2 · · · tan−2,an−1 = 1.
Any x ∈ X gives rise to the following collection of admissible words:

xn
m = (xm,xm+1, . . . ,xn) (m < n).

The word xn−1
0 is called the n–prefix of x.
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Recall that a continuous map T on a topological space X is called topologically
transitive if it has a point x with a dense (forward) orbit,5 and topologically mixing
if for every pair of open sets U,V ⊆ X there is a number N(U,V ) ∈ N s.t.

n≥ N(U,V ) =⇒U ∩T−nV 6=∅.

We shall often abuse terminology and say that a TMS X is topologically transitive
(resp. topologically mixing) when the left shift T : X→ X is topologically transitive
(resp. topologically mixing).

Write a n−→ b if there is an admissible word of length n + 1 which starts at a and
ends at b.

Proposition 1.1. Let X be a topological Markov shift with set of states S and tran-
sition matrix A= (tab)S×S.

1. X is topologically transitive iff for all a,b ∈ S there is an n s.t. a n−→ b.
2. X is topologically mixing iff for all a,b ∈ S there is a number Nab s.t. for all

n≥ Nab, a n−→ b.
3. A topologically transitive TMS is topologically mixing iff it contains two points

x,y s.t. T p(x) = x,T q(y) = y, and (p,q) = 1.

We leave the proof as an exercise.

Example 1 (Ising Model): This is a crude model for a magnet. Imagine a one
dimensional array of sites 0,1,2, . . .. Each of the sites is magnetized in one of two
possible ways: spin “up” (+) or spin “down” (-). The configuration space of the
entire array is X = {+,−}N0 . This is a subshift of finite type with set of states
S = {+,−} and transition matrix all of whose entries are made of ones.

A TMS whose transition matrix has no zero entries is called a full shift. The full
shift is obviously topologically mixing.

Example 2 (Hard Core Lattice Gas): Imagine an array of sites 0,1,2, . . .. Each of
the sites can be in one of two states: empty (0) or occupied by one particle (1). We
do not allow particles to occupy adjacent sites (“hard core assumption”). Here the
set of all possible configurations is X = {x ∈ {0,1}N0 : no adjacent ones}.

This is the TMS with set of states {0,1} and transition matrix
(

1 1
1 0

)
. This TMS

is topologically mixing.

Example 3 (Random Walk on Z): Here the set of states is S =Z and the transition
matrix is A= (ti j)Z×Z, where

ti j = 1⇔ |i− j|= 1

5 The standard definition for invertible continuous maps T : X → X is weaker: the existence of a
point x such that the full orbit {T k(x) : k ∈Z} is dense. The two definitions are equivalent whenever
X is a complete separable metric space without isolated points (a point x is called isolated if there
is some ε > 0 s.t. d(x,y) < ε ⇒ y = x).
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(encoding the rule that if we are at state i we can only move to i±1). This TMS is
clearly topologically transitive. But it is not topologically mixing, because there is
no way to move from the origin to itself with an odd number of states.

Example 4 (Cayley graphs): Suppose G is a finitely generated group with a finite
set of generators R.6 The Cayley graph TMS associated to R is the TMS with set of
states G and transition matrix

tab = 1⇔ b = ar for some r ∈ R.

For example the Cayley graph TMS of Z with R = {±1} is the TMS described in
example 3.

Cayley graph TMS are always topologically transitive, because for any pair of
states a,b ∈ G one can find an admissible word w which starts at a and ends at b by
expanding a−1b = r1 · · ·rn and setting w = (a,ar1,ar1r2, . . . ,ar1r2 · · ·rn−1,b).

Example 5 (Angle Doubling Map): z 7→ z2 on {z ∈ C : |z| = 1}. Write z =
exp(2πiθ) and express 0≤ θ ≤ 1 in binary coordinates

θ =
∞

∑
j=1

x j

2 j , (x j ∈ {0,1}).

These coordinates are uniquely defined for all except a countable set of z’s which
have more than one expansion (the dyadic points). It is easy to verify that in these
coordinates the system becomes the left shift on X = {0,1}N0 . We got the same SFT
as in the Ising model case: the full shift on two symbols.

Example 6 (Gauss Map): x 7→ 1
x mod 1 on [0,1]. Here we can use the continued

fraction expansion

x =
1

x0 +
1

x1 + · · ·

, (xi ∈ N)

which is uniquely defined for all irrational x∈ [0,1]. Ignoring the countable (whence
negligible) set of rational points, we can represent the system as a full shift, except
that this time the set of states is infinite.

Example 7 (Expanding Markov Interval Maps) Here is a generalization of the
last two examples. Let f : I→ I, I = [0,1], be a map for which there exists a finite
or countable collection of pairwise disjoint open intervals {Ia}a∈S s.t.:

1. I =
⋃

a∈S Ia∪{0,1}.
2. f |Ia extends to a C1 monotonic map on an open neighborhood of Ia (a ∈ S).
3. Uniform expansion: There are constants N ∈N and λ > 1 s.t. |( f N)′|> λ > 1 on⋃

a∈S Ia.
4. Markov Partition: For every a,b ∈ S, if f (Ia)∩ Ib 6=∅, then f (Ia)⊇ Ib.
5. For every a ∈ S there are b,c ∈ S s.t. f (Ia)⊇ Ib and f (Ic)⊇ Ia.

6 This means that every element of G can be written in the form r1r2 · · ·rn with ri ∈ R and n ∈ N.
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Let X denote the TMS with set of states S and transition matrix (tab)S×S given
by tab = 1⇔ f (Ia) ⊇ Ib. This matrix has no rows or columns made only of zeroes,
because of property 5.

Proposition 1.2. Set N :=
⋃

n≥0 f−n[∂ I ∪
⋃

a∈S ∂ Ia] (a countable set). There is a
Hölder continuous map π : X → I with the following properties:

1. The image of π contains (0,1)\N ;
2. Every t ∈ (0,1)\N has a unique pre-image (x0,x1, . . .) ∈ X and this pre-image

is determined by f n(t) ∈ Ixn (n ∈ N0);
3. If x ∈ X and π(x) ∈ (0,1)\N , then (π ◦T )(x) = ( f ◦π)(x).

Proof. We show that for every (x0,x1, . . .)∈ X ,
⋂

n≥0
⋂n

k=0 f−k(Ixk) contains exactly
one point, and then define π(x0,x1, . . .) to be this point.

Step 1. If (x0,x1, . . .) ∈ X , then
⋂

n≥0 f−n(Ix0) contains exactly one point.

The map f |Ix0
is monotonic, one-to-one, and differentiable. Since tx0,x1 = 1,

f (Ix0) ⊇ Ix1 , whence f (Ix0 ∩ f−1(Ix1)) = Ix1 . Thus Ix0 ∩ f−1(Ix1) is an interval of
positive length which is mapped by f onto Ix1 .

Since tx1,x2 = 1, f (Ix1)⊇ Ix2 , so f 2[Ix0 ∩ f−1(Ix1)] = f (Ix1)⊇ Ix2 . The restriction
of f 2 to Ix0 ∩ f−1(Ix1) is equal to the the restriction of f |Ix1

◦ f |Ix0
to that interval,

which is clearly monotonic and C1. It follows that Ix0 ∩ f−1(Ix1)∩ f−2(Ix2) is a non-
empty interval which is mapped by f 2 to Ix2 .

Continuing in this way we see that Jn :=
⋂n

k=0 f−k(Ixk) is a non-empty interval
which is mapped by f n in a C1 way onto Ixn .

If n = kN, then |( f n)′| ≥ λ n/N , and we get that the length of Jn is at most λ−n/N .
Since Jn are decreasing, we can extrapolate to all n and obtain that the length of Jn

is at most λ−bn/Nc ≤ λ ·λ−n/N . Passing to closures, we see that
⋂n

k=0 f−k(Ixk) form
a decreasing sequence of closed intervals with lengths no more that λ ·λ−n/N . The
intersection of such a sequence must equal a single point.

Step 2. π is Hölder continuous, π(X)⊃(0,1)\N , and each t ∈ (0,1)\N has exactly
one pre–image.

Suppose x,y ∈ X and x 6= y, then d(x,y)=e−n where xn−1
0 =yn−1

0 and xn 6=yn. It
follows that π(x),π(y) ∈ Ix0 ∩ f−1(Ix1)∩·· ·∩ f−(n−1)(Ixn−1), whence by the calcu-
lations done in the previous step, |π(x)−π(y)| ≤ λ ·λ−n/N = λ ·d(x,y)(logλ )/N .

We show that every t ∈ (0,1) \N has at least one pre-image. Such a t satisfies
f n(t) ∈

⋃
a∈S Ia for all n, so there are xn ∈ S s.t. f n(t) ∈ Ixn . This means that

t ∈
∞⋂

k=0

f−k(Ixk).

The sequence (x0,x1, . . .) belongs to X , because for every i, f (Ixi)∩ Ixi+1 3 f i+1(x),
so f (Ixi)∩ Ixi+1 6=∅, whence by the Markov property f (Ixi)⊇ Ixi+1 for all i.

Next suppose the t above is also the image of π(y0,y1, . . .). By the definition of
π , t ∈ f−n(Iyn) for all n.
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Since t 6∈N , t ∈
⋂

∞
n=0 f−n(Iyn), whence

t ∈
∞⋂

n=0

f−n(Ixn)∩
∞⋂

n=0

f−n(Iyn).

It follows that for all n, f n(t) ∈ Ixn ∩ Iyn . Since the intervals {Ia}a∈S are pairwise
disjoint, xn = yn for all n.

Step 3. If π(x) ∈ (0,1)\N , then ( f ◦π)(x) = (π ◦ f )(x).

The proof of step 2 shows that if t = π(x0,x1, . . .) 6∈N , then f n(t) ∈ Ixn for all
n≥ 0. Thus f n( f (t)) ∈ Ixn+1 for all n≥ 0, proving that f (t) = π(x1,x2, . . .). ut

1.3.2 If we induce a TMS on a partition set, we get a full shift

Suppose T is a measurable map on a measurable space (X ,B). Let A ∈ B, and
set A′ := {x ∈ A : T n(x) ∈ A infinitely often}. The induced map on A is the map
TA : A′→ A′, TA(x) = T ϕA(x)(x), where ϕA(x) := inf{n≥ 1 : T n(x) ∈ A}.

If we apply this construction to a general TMS, with A = [a] for some state a∈ S,
then the resulting dynamical system is topologically conjugate to a full shift on a
countable alphabet. This construction is very useful, because the combinatorics of
the full shift are much simpler handle than those of a general TMS.

Here is the topological conjugacy. Fix a ∈ S (the state on which we induce).
The domain of the induced map is A := {x ∈ [a] : xi = a for infinitely many i ∈ N}.
Define

1. S := {[a,ξ1, . . . ,ξt ] : t ≥ 0,ξi ∈ S\{a}, [a,ξ1, . . . ,ξt ,a] 6=∅};
2. X := SN0 , T : X → X is the left shift;
3. π : X → A, π([a,ξ 1], [a,ξ 2], . . .) = (a,ξ 1,a,ξ 2, . . .).

Then π ◦T = TA ◦π , and π is a conjugacy between TA : A→ A and T : X → X .

1.4 Functions on topological Markov shifts

1.4.1 Regularity properties

Throughout this section, X is a fixed TMS. The variations of φ : X → R are

varn(φ) := sup{|φ(x)−φ(y)| : x,y ∈ X , xi = yi , 0≤ i≤ n−1}

(this could be infinite). The n–th ergodic sum of φ : X → C is

φn(x) := φ(x)+φ(T x)+ · · ·+φ(T n−1x).
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We will be mainly interested in the following two regularity conditions:

Definition 1.8 (Weak Hölder continuity). We say that φ is weakly Hölder contin-
uous (with parameter θ ) if there exist A > 0 and θ ∈ (0,1) such that for all n ≥ 2,
varn(φ)≤ Aθ n.

Definition 1.9 (Summable variations). We say that φ has summable variations if
∑

∞
n=2 varn(φ) < ∞.

Weak Hölder continuity is obviously stronger than summable variations. Each of
these conditions implies that φ is uniformly continuous. But if |S| = ∞, then these
conditions do not imply that φ is bounded. Moreover, they allow φ to have infinite
variation on cylinders of length one.

Occasionally, we will consider the following weaker regularity condition intro-
duced by P. Walters:7

Definition 1.10 (Walters condition). A function φ on a TMS X is said to satisfy the
Walters condition, if for every k ≥ 1, sup

n≥1
[varn+kφn] < ∞ and sup

n≥1
[varn+kφn]−−−→

k→∞
0.

This is weaker than summable variations or weak Hölder continuity, because of the
following lemma:

Lemma 1.1. Suppose φ : X → C has summable variations. For any n ≥ 1 and any
admissible word a = (a0, . . . ,an−1) of length n, if x,y ∈ T [an−1] and xm−1

0 = ym−1
0 ,

then |φn(ax)−φn(ay)| ≤ ∑k≥m+1 varkφ .

Proof. Under these assumptions, for all 0 ≤ j ≤ n− 1 T j(ax) = (a j, . . . ,an−1x)
and T j(ay) = (a j, . . . ,an−1y) agree on (at least) the first n− j + m coordinates, so
|φ(T jax)− φ(T jay)| ≤ varn+m− jφ . Thus |φn(ax)− φn(ay)| ≤ ∑

n−1
j=0 varn+m− jφ ≤

∑
∞
j=m+1 var jφ . ut

1.4.2 Cohomology

Much of the thermodynamic formalism deals with the following problem: Given a
function φ (thought of as −βU with U a “potential”), construct and analyze the
DLR/thermodynamic limit/equilibirum/Gibbs measures of φ . For reasons which
shall be explained in later chapters, if we are able to answer these questions for
φ , then we are able to answer them for functions of the form φ + h− h ◦T with h
measurable, at least if h is bounded. The following definition is therefore important
to us:
7 The original definition was made for compact TMS, and did not include the condition that
supn[varn+kφn] < ∞ for all k ≥ 1. In the compact case the finiteness of supn[varn+kφn] for all k ≥ 1
follows from supn[varn+kφn] −−−→

k→∞
0, because that condition implies that φ is continuous, whence

bounded.
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Definition 1.11 (Cohomology). Two functions φ ,ψ : X → C are said to be coho-
mologous via a transfer function h, if φ = ψ +h−h◦T . A function which is coho-
mologous to zero is called a coboundary.

Theorem 1.1 (Livsic Theorem). Suppose X is a topologically transitive TMS, and
φ ,ψ : X → C have summable variations. Then φ and ψ are cohomologous iff for
every x ∈ X and p ∈ N s.t. T p(x) = x, φp(x) = ψp(x).

Proof. It is enough to treat the case ψ = 0 and show that φ is a coboundary iff
φp(x) = 0 for all x and p s.t. T p(x) = x. (If ψ 6= 0, work with φ −ψ , ψ−ψ .)

If φ = h− h ◦T , then φp = h− h ◦T + h ◦T − h ◦T 2 + · · ·h ◦T p−1− h ◦T p =
h−h◦T p, so its clear that φp(x) = 0 for all p–periodic points x.

Now suppose for all p and x s.t. T p(x) = x, φp(x) = 0. We are assuming that X is
topologically transitive, so there exists x ∈ X with a dense forward orbit.

Suppose there were a function h s.t. φ = h−h◦T and s.t. (w.l.o.g.) h(x) = 0, then
the following equation must hold along the orbit of x:

h(x) = 0, h(T jx) =−φ j(x). (1.4)

The idea of the proof is to use (1.4) to define h(·) on the orbit of x, show that this
function has a continuous extension h∗ : X→ X , and then check that h∗−h∗ ◦T = φ .

Let O(x) := {x,T x,T 2x, . . .} and define h : O(x)→ C by (1.4). We claim that h
is uniformly continuous on O(x). To see this suppose T m(x),T n(x) agree on their
first k–coordinates and write (xm, . . . ,xm+k−1) = (xn, . . . ,xn+k−1) = a. Without loss
of generality n > m.

Case 1. k < n−m.

In this case x∞
m = (a,∗· · · ,∗,x∞

n ) and xn+k−1
n = a, so

|h(T nx)−h(T mx)|= |φn(x)−φm(x)|= |φn−m(T mx)|
= |φn−m(xm, . . . ,xn−1;xn,xn+1, . . .)|
= |φn−m(a,xm+k, . . . ,xm+(n−m)−1;a,xn+k,xn+k+1, . . .)|
≤ |φn−m(z)|+ ∑

j>k
var jφ , by lemma 1.1,

where z is the periodic point with period (a,xm+k, . . . ,xm+(n−m)−1). Since T n−m(z) =
z, we get that |h(T nx)−h(T mx)| ≤ ∑ j>k+1 var jφ . ♦

Case 2. k ≥ n−m.

Write k = `(n−m)+ r where 0≤ r < n−m, and let p = xn+m−1
m , then

x∞
m = (p, . . . , p︸ ︷︷ ︸

`+1

, pr−1
0 ,x∞

n+k)

(check!). The same argument as before, but with z equal to the periodic point with
period p, shows that again |h(T nx)−h(T mx)| ≤ ∑ j>k var jφ . ♦



1.5 Two sided topological Markov shifts 17

Since φ has summable variations, this establishes a uniform modulus of conti-
nuity for h on O(x). Since h is uniformly continuous on O(x), it has a continuous
extension to the closure O(x). Since x has a dense orbit this closure is equal to X .
Thus h extends continuously to some continuous function h∗ : X → C.

We claim that φ = h∗− h∗ ◦T . This is certainly the case on O(x), because for
every T nx ∈ O(x),

h∗(T nx)−h∗(T n+1x) = h(T nx)−h(T n+1x) = φn+1(x)−φn(x) = φ(T nx).

Since the equation φ = h∗− h∗ ◦ T holds on O(x) and h∗,φ are continuous, this
equation holds on O(x) = X . ut

Remark: The proof that the cohomology can be achieved by a transfer function
h s.t. varkh ≤ ∑ j>k var jφ . In particular, if φ is weakly Hölder, then one can take h
weakly Hölder with finite first variation.

1.5 Two sided topological Markov shifts

TMS arise as models for certain non-invertible transformations such as expanding
Markov maps of the interval. The invertible case calls for an invertible analogue of
a TMS, which we proceed to define.

Suppose S is a finite or countable set of states and A = (tab)S×S is a matrix of
zeroes and ones without rows which are made solely of zeroes.

Definition 1.12 (Two sided TMS). The two–sided topological Markov shift with
set of states S and transition matrix A= (tab)S×S is the set

X̃ := {(. . . ,x−1,x0,x1, . . .) ∈ SZ : ∀i ∈ Z, txixi+1 = 1},

equipped with the topology generated by the two sided cylinders

m[a0, . . . ,an−1] := {x ∈ X̃ : (xm, . . . ,xm+n−1) = (a0, . . . ,an−1)} (m ∈ Z,n ∈ N).

and the action of the left shift T̃ : X̃ → X̃ , (T x)i = xi+1.

This topology is induced by the metric defined for x 6= y by

d(x,y) = exp(−min{n≥ 0 : xn 6= yn or x−n 6= y−n}).

The variations of a function φ : X̃ → R are defined by

varnφ := sup{|φ(x)−φ(y)| : xi = yi (|i| ≤ n−1)}.

A function is called weakly Hölder continuous, if there are constants A > 0 and
0 < θ < 1 s.t. varnφ ≤ Aθ n for all n≥ 2.
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Many results in the thermodynamic formalism for TMS can be extended to two–
sided TMS using the following fact: Let X and X̃ be the one sided and two sided
TMS with set of states S and transition matrix A.

Theorem 1.2 (Sinai). If φ : X̃ → C is weakly Hölder and var1φ < ∞, then there
exists a bounded weakly Hölder h : X̃ → C and a weakly Hölder φ ∗ : X → C s.t.
var1φ ∗ < ∞ and φ(x)+h(x)−h(T̃ x) = φ ∗(x0,x1, . . .).

Proof. For every a ∈ S, let za =
(
. . . ,za

−2,z
a
−1
)

be a one–sided infinite admissi-
ble sequence s.t.

(
za
−1,a

)
is admissible. Given x ∈ X̃ , let x∗ denote the point s.t.

(x∗)−1
−∞ := zx0 and (x∗)∞

0 := x∞
0 . We show that the following transfer function works:

h(x) :=
∞

∑
k=0

(
φ(T̃ kx∗)−φ(T̃ kx)

)
.

Step 1. h is well defined, bounded, and continuous.

The map x 7→ x∗ is continuous, therefore the summands of the series are continu-
ous. The k–th summand in the infinite sum is bounded by vark+1φ ≤Aθ k+1, because
T̃ k(x) and T̃ k(x∗) have equal j coordinates for all j≥−k. Thus the series converges
uniformly to a bounded continuous function. ♦

Step 2. Calculation of varnh and proof that h is (weakly) Hölder.

Since h is bounded, all its variations are finite, and it is enough to bound varnφ

just for n≥ 2. Fix n≥ 2 and suppose xn−1
−(n−1) = yn−1

−(n−1), then

|h(x)−h(y)| ≤
bn/2c−1

∑
k=0

∣∣∣[φ(T̃ kx∗)−φ(T̃ kx)]− [φ(T̃ ky∗)−φ(T̃ ky)]
∣∣∣

+
∞

∑
k=bn/2c

∣∣∣φ(T̃ kx∗)−φ(T̃ kx)
∣∣∣+ ∣∣∣φ(T̃ ky∗)−φ(T̃ ky)

∣∣∣ .
The first sum can be estimated by noting that if k < n/2, then

|φ(T̃ kx)−φ(T̃ ky)|, |φ(T̃ kx∗)−φ(T̃ ky∗)| ≤ varbn/2cφ .

The second sum can be estimated by noting that if k ≥ bn/2c, then∣∣∣φ(T̃ kx∗)−φ(T̃ kx)
∣∣∣ , ∣∣∣φ(T̃ ky∗)−φ(T̃ ky)

∣∣∣≤ varkφ .

Thus varnh≤ nvarbn/2cφ +2∑k≥bn/2c varkφ for all n≥ 2 (and var1h≤ 2sup |h|< ∞).
It follows that h is weakly Hölder continuous. ♦

Step 3. φ(x)+h(x)−h(T x) only depends on (x0,x1, . . .).
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φ(x)+h(x)−h(T x) =

= φ(x)+
∞

∑
k=0

(
φ(T̃ kx∗)−φ(T̃ kx)

)
−

∞

∑
k=0

(
φ(T̃ k(T x)∗)−φ(T̃ k+1x)

)
= φ(x)+

[
φ(x∗)−φ(x)+

∞

∑
k=1

(
φ(T̃ kx∗)−φ(T̃ kx)

)]
−

∞

∑
k=0

(
φ(T̃ k(T x)∗)−φ(T̃ k+1x)

)
= φ(x∗)+

∞

∑
k=0

(
φ(T̃ k+1x∗)−φ(T̃ k+1x)

)
−

∞

∑
k=0

(
φ(T̃ k(T̃ x)∗)−φ(T̃ k+1x)

)
= φ(x∗)+

∞

∑
k=0

(
φ [T̃ kT̃ (x∗)]−φ [T̃ k(T̃ x)∗]

)
.

The final expression depends only on the non-negative coordinates of x, and can
therefore be identified with a function φ ∗ : X → C. Since φ ∗ = φ + h−h◦T , φ ∗ is
weakly Hölder continuous with finite first variation. ut

Remark: The assumption that var1φ < ∞ is needed for the boundedness of h. It
is not a big restriction, because if one recodes a TMS using the Markov partition
of 2–cylinders, then every weakly Hölder continuous function becomes a weakly
Hölder continuous function with finite first variation (Problem 1.7).

Problems

1.1. Suppose T : X → X is a continuous map on a metric space which preserves
two different ergodic invariant probability measures µ,ν . Use the pointwise ergodic
theorem to show that these measures are mutually singular (i.e. there exists a Borel
set E s.t. µ(E) = 1, ν(E) = 0).

1.2. Suppose X is a TMS with set of states S and transition matrix A= (tab)S×S with
no rows and columns made only of zeroes.

1. Show that X is separable.
2. Show that the topology of X is given by the metric d(x,y) := 2−min{i:xi 6=yi} (where

2−min∅ := 0). Show that with respect to this measure X is complete.
3. Show that X is compact iff |S|< ∞.
4. Show that X is locally compact iff for every a ∈ S, #{b ∈ S : tab = 1}< ∞.

1.3. Suppose X is a TMS with set of states S and transition matrix A.

1. Suppose |S|< ∞. Show that X is topologically mixing iff there exists an number
M s.t. all the entries of AM are positive.

2. Construct an example showing that the above could be false when |S|= ∞.

1.4. Prove proposition 1.1
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1.5. Show that the map T : x 7→ βx mod 1 on [0,1] with β = 1+
√

5
2 (the “golden

mean”) is an expanding Markov interval map whose associated TMS is identical to
the “hard core lattice gas” model.

1.6 (Rényi’s “ f –expansions”). Suppose f : [0,1]→ [0,1] is an expanding map of
the interval with partition {Ia : a ∈ S}. Let N :=

⋃
n≥0 f−n[{0,1}∪

⋃
a∈S ∂ Ia]. Let

Jn := ( f |In)−1 : f (In)→ In, and choose for all n ∈ N some ξn ∈ f (Jn)

1. Show that for every t ∈ (0,1)\N , if f n(t) ∈ Ixn for all n, then

x = lim
n→∞

(Jx0 ◦ Jx1 ◦ · · · ◦ Jxn)(ξn).

This is called the f –expansion of x.
2. Show that the f –expansion produced by f (x) = 10x mod 1 is the decimal ex-

pansion x = ∑
∞
n=1 10−nxn

3. Show that the f –expansion produced by f (x) = 1
x mod 1 is the continued frac-

tion expansion.
4. What expansion is produced by f (x) = βx mod 1 where β = 1+

√
5

2 ?

1.7. Suppose X is a TMS with set of states S and transition matrix A= (tab)S×S. Let
S∗ := {(a,b)∈ S×S : tab = 1}, and define a transition matrixA∗ = (t(a,b),(c,d))S∗×S∗)
by t(a,b),(c,d) = 1⇔ b = c. Let X∗ denote the resulting TMS.

1. Construct a continuous bijection π : X∗→ X s.t. π ◦T = T ◦π .
2. Show that for every φ : X → R, varn[φ ◦π] = varn+1φ for all n. In particular any

weakly Hölder function is mapped to a weakly Hölder function with finite first
variation.

3. Check that this construction also works for two sided shifts.

1.8. Let T : X → X be the result of inducing a TMS on one of its states a. Let
ϕA(x) := 1[a](x) inf{n ≥ 1 : xn = a} and let π : X → [a] be the conjugacy described
in §1.3.2. Suppose φ : X → R is a function, and let

φ :=

(
ϕA−1

∑
k=0

φ ◦T k

)
◦π.

Prove that:

1. if φ is weakly Hölder, then φ is weakly Hölder, and var1φ < ∞;
2. if ∑n≥2 nvarnφ < ∞, then φ has summable variations and var1φ < ∞;
3. if φ has summable variations, then φ satisfies the Walters condition and var1φ <

∞;
4. if φ has the Walters property, then φ has the Walters property, and var1φ < ∞.

1.9. Prove the Livsic theorem under the assumption that φ satisfies the Walters con-
dition.

1.10. Let X be a topologically transitive TMS and suppose φ ,ψ are two weakly
Hölder continuous functions.
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1. Suppose φ−ψ = h−h◦T . Show that if h is continuous, then h is weakly Hölder
continuous;

2. Suppose φ −ψ = hi− hi ◦T (i = 1,2). Show that if h1 and h2 are continuous,
then h1, h2 differ by a constant.
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Chapter 2
DLR measures, conformal measures, and their
ergodic theoretic properties

2.1 DLR measures and conformal measures

2.1.1 DLR measures and the Gibbs cocycle

Let X be a topological Markov shift with set of states S. The Borel σ–algebra of
X is the σ–algebra B = B(X) which is generated by all cylinders. This is also
the minimal σ–algebra with respect to which all coordinate functions x 7→ xk are
measurable. Let σ(xn,xn+1, . . .) denote the smallest sigma algebra with respect to
which all the coordinate maps x 7→ xk with k≥ n are measurable, then (Problem 2.1)

σ(xn,xn+1, . . .) = T−nB.

Given a probability measure m on X , we write for any [a0, . . . ,an−1]

m(a0, . . . ,an−1|xn,xn+1, . . .)(x) := Em(1[a0,...,an−1]|T−nB)(x).

Armed with this notation, we proceed to give the formal definition of a DLR mea-
sure on a general TMS:

Definition 2.1 (DLR measures). Suppose X is a TMS, β > 0, and U : X → R is a
measurable function. A probability measure m on X is called a Dobrushin–Lanford–
Ruelle (DLR) measure for φ =−βU if for all N ≥ 1 and a.e. x ∈ X

m(x0, . . . ,xN−1|xN ,xN+1, . . .) =
expφn(x)

∑T ny=T nx expφn(y)
m–a.s. (2.1)

where φn := φ +φ ◦T + · · ·φ ◦T n−1. In particular the sum in the denominator must
converge m–a.e.

Equations (2.1) are called the DLR equations.
DLR measures can be characterized by the way they transform under the maps

(a0, . . . ,an−1,x) 7→ (b0, . . . ,bn−1,x). To do this we need the following definition:

23
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Definition 2.2 (Gibbs cocycle). Suppose X is a TMS and φ : X → R is a function.

1. The tail relation of a TMS is x ∼ y⇔ ∃n s.t. x∞
n = y∞

n . This is an equivalence
relation. Set T := {(x,y) ∈ X×X : x∼ y}.

2. The Gibbs cocycle of a function φ : X → R is Φ : T→ R given by

Φ(x,y) :=
∞

∑
k=0

[φ(T ky)−φ(T kx)].

The sum converges because if (x,y) ∈ T, then there exists N s.t. T k(x) = T k(y) for
all k ≥ N. The reason Φ is called a “cocycle” is because of the following identity
which is reminiscent of identities appearing in the theory of cocycles for group
actions: x∼ y∼ z⇒Φ(x,y)+Φ(y,z) = Φ(x,z).

Proposition 2.1. A probability measure m is a DLR measure iff for every pair of
cylinders [a0, . . . ,an−1], [b0, . . . ,bn−1] such that an−1 = bn−1 and m[a] 6= 0, the map

ϑab : [a]→ [b], ϑab : (ax∞
n ) 7→ (bx∞

n )

satisfies dm◦ϑab
dm = expΦ(ax∞

n ,bx∞
n ) a.e. on [a].

Proof. We prove (⇒). Suppose m is a DLR measure for φ . In order to see that
dm ◦ϑab = expΦ(ax∞

n ,bx∞
n )dm, it is enough to show for every cylinder [c] which

can follow [a] that m[b,c] =
∫
[a,c] expΦ(ax∞

n ,bx∞
n )dm. Here’s the proof:

m[b,c] = E
(
1[c] ◦T n ·1[b]

)
= E

(
1[c] ◦T n ·E(1[b]|T−nB)

)
= E

(
1[c] ◦T n ·m(b|xn,xn+1,...)

)
= E

(
1[c] ◦T n · eΦ(ax∞

n ,bx∞
n )m(a|xn,xn+1,...)

)
(by the DLR eqns)

= E
(

1[c] ◦T n · eΦ(ax∞
n ,bx∞

n ) ·E(1[a]|T−nB)
)

= E
(

1[c] ◦T n · eΦ(ax∞
n ,bx∞

n ) ·1[a]

)
=
∫

[a,c]
eΦ(ax∞

n ,bx∞
n )dm.

Next we prove (⇐). Fix c ∈ S, n ≥ 1 and two cylinders [a], [b] of length n
s.t. ac and bc are admissible. Assume m[a] 6= 0. We calculate the a.s. limit of
m[b,xn+k

n ]/m[a,xn+k
n ] as k→ ∞ on T−n[c] in two ways:
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lim
k→∞

m[b,xn+k
n ]

m[a,xn+k
n ]

= lim
k→∞

m[b,xn+k
n ]/m(T−n[xn+k

n ])
m[a,xn+k

n ]/m(T−n[xn+k
n ])

= lim
k→∞

m(b|xn+k
n )

m(a|xn+k
n )

=
m(b|x∞

n )
m(a|x∞

n )
a.s., by the Martingale Convergence Theorem;

lim
k→∞

m[b,xn+k
n ]

m[a,xn+k
n ]

= lim
k→∞

(m◦ϑac,bc)[a,xn+k
n ]

m[a,xn+k
n ]

because x ∈ T−n[c]

= lim
k→∞

1
m[a,xn+k

n ]

∫
[a,xn+k

n ]
expΦ(ax∞

n ,bx∞
n )dm

= lim
k→∞

E
(

expΦ(ax∞
n ,bx∞

n )|xn+k
n

)
(ax∞

n )

= E [expΦ(ax∞
n ,bx∞

n )|x∞
n ] (ax∞

n ) a.s. by martingale convergence

= expΦ(ax∞
n ,bx∞

n ) a.s., because this is T−nB–measurable.

Thus m(b|x∞
n ) = eφn(bx∞

n )[e−φn(ax∞
n )m(a|x∞

n )
]
.

Now fix a and vary b. Since there are at most countably many [b]’s, for a.e. x s.t.
xn = c, for all [b] s.t. bc is admissible,

m(b|x∞
n ) = expΦ(ax,bx)m(a|x∞

n ).

Thus there is a constant Zn(x∞
n ) which only depends on x∞

n s.t. m(b|x∞
n ) = expφn(bx∞

n )
Zn(x∞

n ) .
The value of the constant is determined by the condition that the sum over all the
possible b’s is one. We obtain the DLR equations for n and a.s. for all x s.t. xn = c.
Since there only countably many c’s, the DLR equations hold a.e. in X . ut

2.1.2 Jacobians and conformal measures

The definition of a DLR measure is expressed in terms of infinitely many equations.
As it turns out, there is a stronger condition than the DLR equations, which can be
captured in a single equation. To state it, we need the following definitions:

Definition 2.3. A measurable map T on a measure space (X ,B,µ) is called non–
singular, if µ ◦T−1 ∼ µ , i.e., µ(T−1E) = 0⇔ µ(E) = 0.

Definition 2.4. Suppose ν is a non–singular measure on a TMS X with set of states
S. We let ν ◦T denote the measure on X given by

(ν ◦T )(E) := ∑
a∈S

ν [T (E ∩ [a])].

Since {T (E ∩ [a]) : a ∈ S} is usually not pairwise disjoint, in general (ν ◦T )(E) 6=
ν [T (E)]. It is useful to think of (ν ◦T )(E) as the measuring T (E) with “multiplici-
ties”.
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Lemma 2.1. Suppose ν is a non-singular measure on a TMS X.

1. For all non-negative Borel functions f : X → R:∫
X

f dν ◦T = ∑
a∈S

∫
T [a]

f (ax)dν(x). (2.2)

2. ν � ν ◦T ;
3. If for every a ∈ S, T : [a]→ T [a] is non–singular in the sense that for every Borel

set E ⊂ T [a], ν(E) = 0⇔ ν(T E) = 0, then ν ◦T ∼ ν .

The proof is left as an exercise (Problem 2.2).

Definition 2.5 (Jacobian). Let ν be a non–singular Borel measure on a TMS X .

1. The Jacobian of ν is the function gµ := dν

dν◦T .
2. If ν ∼ ν ◦T , then the log Jacobian of ν is log dν

dν◦T .

Proposition 2.2. Suppose X is a TMS and φ : X→R is Borel, then any non-singular
measure ν s.t. ν(X) = 1 and s.t. for some constant λ

dν

dν ◦T
= λ

−1 expφ ,

is a DLR measure for φ .

Proof. Suppose ν is a non-singular measure such that dν/dν ◦T = λ−1 expφ . We
use proposition 2.1 to show that ν is a DLR measure.

Suppose a,b are two admissible words of length n which terminate in the same
symbol, and suppose ν [a] 6= 0. We calculate the Radon–Nikodym derivative of the
map ϑa,b : (ax∞

n ) 7→ (bx∞
n ) by noticing that

ϑa,b := Ib ◦T n|[a],

where Ib : T n[b]→ [b] , Ib : x 7→ (b,x) is the inverse of T n : [b]→ T n[b], and calcu-
lating the Radon–Nikodym derivatives of Ib : T n[b]→ [b] and T n : [a]→ T n[a].

Some general facts on Radon–Nikodym derivatives: Suppose µ1 ∼ µ2 ∼ µ3, then

1. dµ1
dµ2

= ( dµ2
dµ1

)−1 a.e.;

2. if V is an invertible map s.t. V,V−1 are measurable, then dµ1◦V
dµ2◦V = dµ1

dµ2
◦V a.e.;

3. dµ1
dµ2
· dµ2

dµ3
= dµ1

dµ3
a.e.

It follows that

dν ◦ϑa,b

dν

∣∣∣∣
[a]

=
dν ◦ Ib ◦T n

dν

∣∣∣∣
[a]

=
dν ◦ Ib ◦T n

dν ◦T n · dν ◦T n

dν

∣∣∣∣
[a]

=
dν ◦ Ib

dν

∣∣∣∣
T n[a]
◦T n · dν ◦T n

dν

∣∣∣∣
[a]

. (2.3)
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Calculation of dν◦Ib
dν

∣∣∣
T n[a]
◦T n:

dν ◦ Ib

dν

∣∣∣∣
T [b]

=
dν ◦ Ib

dν

∣∣∣∣
T [b]

=
dν ◦ Ib

dν ◦T ◦ Ib

∣∣∣∣
T [b]

= λ
−1eφ(bx)|T [b].

Next consider the map I(b0,b1). Using the identity Ib0b1 = Ib0 ◦ Ib1 , we see that

dν ◦ Ib0,b1

dν

∣∣∣∣
T [b1]

=
dν ◦ Ib0 ◦ Ib1

dν ◦ Ib1

·
dν ◦ Ib1

dν

∣∣∣∣
T [b1]

=
dν ◦ Ib0

dν

∣∣∣∣
T [b0]
◦ Ib1 ·

dν ◦ Ib1

dν

∣∣∣∣
T [b1]

= λ
−2eφ2(b0,b1,x)|T [b1].

Continuing by induction, we get that

dν ◦ Ib

dν

∣∣∣∣
[b]

= λ
−n expφn(bx).

Calculation of dν◦T n

dν
|[a]:

dν ◦T n

dν

∣∣∣∣
[a]

=
dν

dν ◦ Ia
◦T n

∣∣∣∣
[a]

=
(

dν ◦ Ia

dν

)−1

◦T n

∣∣∣∣∣
[a]

= λ
n exp(−φn(aT nx))|[a]

Thus by (2.3), dν◦ϑa,b
dν

= λ−neφn(bT nx) ·λ ne−φn(aT nx) = expΦ(ax∞
n ,bx∞

n ). By propo-
sition 2.1, ν is a DLR measure. ut

Definition 2.6 (Conformal measure). Suppose X is a TMS and φ : X→R is Borel.
A (possibly infinite) Borel measure ν is called φ–conformal, if it is finite on cylin-
ders, and if there is a λ > 0 s.t. dν

dν◦T = λ−1 expφ a.e.

Thus any φ–conformal probability measure m is a DLR measure for φ . Later we
shall see that in the case of topologically mixing compact TMS (subshifts of finite
type) and functions φ with summable variations, the converse is also true: every
DLR measure is φ–conformal.

2.1.3 Why is the thermodynamic formalism relevant do dynamics?

We are finally ready to address the question which was raised in the introduction:
Why should the selection principles of Gibbsian statistical mechanics be relevant to
the study of dynamical systems which arise in contexts which have nothing to do
with statistical physics?
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Before giving the answer let’s look again at proposition 2.2. This proposition says
that any non–singular measure ν with non-vanishing Jacobian is a DLR measure for
some Borel measurable “potential” — its log–Jacobian φ := log dν

dν◦T . Thus there
nothing too special about DLR measures for Borel measurable potentials.

But of course the potentials φ =−βU in mathematical physics are almost always
much better than measurable.1

Similarly the measures which appear in the study of smooth dynamical systems,
geometric measure theory, and so on often have highly regular log–Jacobians.

As we shall see below, the regularity of the log–Jacobian of measure has many
ergodic theoretic consequences. The power of thermodynamic formalism is that en-
ables one to use analogies with statistical physics to guess what these consequences
are. In most cases the resulting theorems are valid for all measures with sufficiently
regular log–Jacobians.

The reason thermodynamic formalism finds applications outside the realm of
statistical physics, is that measures with regular log Jacobians are common in all
areas of dynamics.

2.2 Ergodic theory of measures with regular log Jacobians

In this section we start the general study of the ergodic theoretic properties of non–
singular measures ν , under the assumption that their log Jacobian log dν

dν◦T has a
version with summable variations.

2.2.1 The transfer operator

Before giving the definition, it is useful to perform the following mental experiment:
Imagine a mass density f (x)dµ(x) on a measure space (Ω ,B,µ), and suppose µ is
T –non-singular. If we apply T and “move” every x to T (x) then we will get a new
mass density (T̂ f )(x)dµ(x). The extension of the map f 7→ T̂ f to signed densities
is called the transfer operator of T (w.r.t. µ). Formally:

Definition 2.7. The transfer operator of a non-singular map T on a sigma finite
measure space (Ω ,B,µ) is the operator T̂ : L1(Ω ,B,µ)→ L1(Ω ,B,µ) given by

T̂ f :=
dµ f ◦T−1

dµ
, where dµ f := f dµ.

Remark: The transfer operator also called the dual operator, or the Perron–
Frobenius operator.

1 At the risk of pushing the point too far, we recall that in classical mechanics, a potential U of a
conservative force field F is by definition a function U s.t. F =−∇U . So ∇U exists.
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It is perhaps not clear from the definition that T̂ is a well defined operator on L1.
Here is the reason:

1. The Radon-Nikodym derivative which defines T̂ f exists because of the non-
singularity of T : µ(E)= 0 implies that µ(T−1E)= 0, and this entails µ f (T−1E)=∫

T−1E f dµ = 0, whence µ f ◦T−1� µ .
2. T̂ maps L1 into L1, because

‖T̂ f‖1 =
∫

sgn(T̂ f ) · T̂ f dµ =
∫

sgn(T̂ f )dµ f ◦T−1 =
∫

sgn(T̂ f )◦T · f dµ ≤‖ f‖1.

Proposition 2.3 (Properties of the transfer operator). Suppose T is a non-singular
map on the σ–finite measure space (Ω ,F ,ν).

1. If f ∈ L1, then T̂ f is the unique L1–function s.t. for every ϕ ∈ L∞,∫
ϕT̂ f dµ =

∫
(ϕ ◦T ) f dµ. (2.4)

2. T̂ is positive: f ≥ 0 a.e.⇒ T̂ f ≥ 0 a.e.
3. T̂ is a bounded linear operator on L1, and ‖T̂‖= 1.
4. T̂ ∗µ = µ in the sense that for all f ∈ L1,

∫
T̂ f dµ =

∫
f dµ .

5. Suppose f ∈ L1 is non-negative with integral one, then T̂ f = f ⇔ dm = f dµ is
a T –invariant probability measure.

6. Suppose µ is T –invariant, then (T̂ f )◦T = E( f |T−1B).

Proof. Suppose f ∈ L1, then for every ϕ ∈ L∞,∫
ϕT̂ f dµ =

∫
ϕdµ f ◦T−1 =

∫
ϕ ◦T dµ f =

∫
ϕ ◦T · f dµ.

The relation
∫

ϕT̂ f dµ =
∫

ϕ ◦T · f dµ characterizes T̂ f , because elements in L1 are
characterized by their inner products with all elements in L∞.

(It is tempting to define T̂ f using (2.4). But this identity only defines T̂ f as an
element of (L∞)∗, and not all elements in (L∞)∗ are realizable as L1–elements.)

The linearity of T̂ is an immediate consequence of (2.4).
The positivity of T̂ is proved as follows: Suppose f ≥ 0 a.e., then

0≥
∫

1[T̂ f≤0]T̂ f dµ =
∫

1[T̂ f≤0] ◦T f dµ ≥ 0,

which means that
∫

1[T̂ f≤0]T̂ f dµ = 0. It follows that µ[T̂ f ≤ 0] = 0.

The boundedness of T̂ and the fact that ‖T̂‖1 ≤ 1 was shown above. To see that
‖T̂‖1 = 1, take a non-negative f in L1, and use the positivity of T̂ to see that

‖T̂‖1 =
∫

T̂ f dµ =
∫

(1◦T ) f dµ =
∫

f dµ = ‖ f‖1.

Part 4 is because
∫

T̂ f dµ =
∫

1 · T̂ f dµ =
∫
(1◦T ) f dµ =

∫
f dµ .
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Part 5 is proved as follows: Suppose f ∈ L1 is non-negative, and
∫

f dµ = 1. By

the definition of T̂ , T̂ f = f ⇔ dµ f ◦T−1

dµ
= f ⇔ µ f ◦T−1 = µ f ⇔ f dµ is T –invariant.

For part 6, suppose µ is T –invariant. (T̂ f ) ◦ T is T−1B measurable, so it is
enough to check that

∫
ϕ(T̂ f )◦T dµ=

∫
ϕ f dµ for every T−1B–measurable ϕ ∈L∞.

Observe that a function ϕ is T−1B–measurable iff it can be written in the form
ϕ =ψ ◦T with ψ B–measurable.2 Thus∫

ϕ(T̂ f )◦T dµ =
∫

(ψ ◦T )(T̂ f )◦T dµ =
∫

ψT̂ f dµ (∵ µ ◦T−1 = µ)

=
∫

(ψ ◦T ) f dµ =
∫

ϕ f dµ.

ut

The following proposition gives the formula of the transfer operator of a non–
singular measure on a TMS:

Proposition 2.4. Suppose X is a TMS with set of states S, and ν is T –nonsingular
with Jacobian gν = dν

dν◦T , then the transfer operator of ν is given by

(T̂ f )(x) = ∑
a∈S

1T [a](x)gν(ax) f (ax) = ∑
Ty=x

gν(y) f (y).

Proof. Suppose ϕ ∈ L∞, then by (2.2)∫
ϕ ∑

a∈S
1[Ta](x)gν(ax) f (ax)dν = ∑

a∈S

∫
[Ta]

(ϕ ◦T )(ax)gν(ax) f (ax)dν

=
∫

(ϕ ◦T )gν f dν ◦T =
∫

(ϕ ◦T ) f
dν

dν ◦T
dν ◦T

=
∫

(ϕ ◦T ) f dν .

The proposition follows from proposition 2.3, part 1. ut

Definition 2.8 (Ruelle Operator). Suppose X is a TMS, and φ : X → R is a func-
tion. The Ruelle operator associated to φ is the operator (Lφ f )(x) = ∑Ty=x eφ(y) f (y).

Corollary 2.1. The transfer operator of a non-singular measure is the Ruelle oper-
ator of its log Jacobian.

The definition of the Ruelle operator is not proper, because we have not speci-
fied the domain. The problem is particularly acute in the case of TMS with infinite
alphabets, as in such cases the set {y : Ty = x} can be infinite, and the sum defin-
ing Lφ may diverge. But if we know that φ = log dν

dν◦T , then for every f ∈ L1(ν)

2 (⇐) is obvious. (⇒) is because if ϕ is T−1B–measurable, then ∀t ∈ R [ϕ > t]∈ T−1B, so
∀t ∈ R∃Et ∈B s.t. [ϕ > t] = T−1Et . We have ϕ(x) := sup{t ∈ Q : T (x)∈Et}= ψ(T x), ψ(x) :=
sup{t ∈Q : x ∈ Et}.
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|Lφ f |dν = ‖T̂ f‖1 ≤ ‖ f‖1 < ∞, so it is guaranteed that ∑Ty=x eφ(y) f (y) converges

absolutely for a.e. x.
In cases where it is not clear apriori that φ is the log–Jacobian of some measure,

the domain of Lφ will have to be specified.

2.2.2 Conservativity

Definition 2.9. A non-singular map T on a sigma finite measure space (Ω ,B,ν) is
called conservative if every set W ∈B s.t. {T−nW}n≥0 are pairwise disjoint satisfies
W =∅ or X mod µ (such a set W is called a wandering set).

The motivation is the following variant of the Poincaré recurrence theorem for non–
singular measures:

Theorem 2.1 (Halmos). Suppose T is a non-singular map on σ–finite measure
space (Ω ,B,ν). T is conservative iff the following holds for every measurable set
E of positive measure: for a.e. x ∈ E, T n(x) ∈ E for infinitely many positive n’s.

Proof. (⇐): Suppose for every E measurable of positive measure, a.e. x ∈ E visits
E infinitely many times. Then there are no wandering sets of positive measure.

(⇒): Suppose T is conservative, and assume by way of contradiction that there
is a measurable set E s.t. µ{x ∈ E : #{n≥ 0 : T n(x) ∈ E}< ∞} 6= 0. Set

EN := {x ∈ E : #{n≥ 0 : T n(x) ∈ E}= N}.

There exists an N ∈ N s.t. µ(EN) 6= 0.
For every k≥ 1, T−kEN ∩EN =∅ because if there were a point x ∈ T−kEN ∩EN ,

then this point would visit E at least N + 1 times (once at time zero, then N times
at times k or larger). But this contradicts the definition of EN . It follows that EN is a
wandering set of positive measure, in contradiction to the conservativity of T . ut

Here is a useful criterion for the conservativity of a non-singular map:

Proposition 2.5. Let T be a non-singular map of a σ–finite measure space.

1. If there is a non–negative f ∈ L1 s.t. ∑n≥1 T̂ n f = ∞ a.e., then T is conservative;
2. If there is a strictly positive f ∈ L1 s.t. ∑n≥1 T̂ n f < ∞ on a set of positive measure,

then T is not conservative.

Proof. Denote the underlying measure space by (Ω ,B,µ).
Suppose f is a non-negative integrable function s.t. ∑ T̂ n f = ∞ almost every-

where. We show that every wandering set W has measure zero. Since W is wander-
ing, ∑1W ◦T n ≤ 1 everywhere, and by the Monotone Convergence Theorem

‖ f‖1≥
∫

f
( ∞

∑
n=1

1W ◦T n)dµ =
∞

∑
n=1

∫
f 1W ◦T ndµ =

∞

∑
n=1

∫
W

T̂ n f dµ =
∫

W

( ∞

∑
n=1

T̂ n f
)
dµ.
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But ∑n≥1 T̂ n f = ∞ a.e., so W must have measure zero. This proves part 1.

For part 2, suppose that f is a strictly positive integrable function such that A :=
[∑ T̂ n f < ∞] has positive measure, and show that T cannot be conservative.

Since ∑ T̂ n f < ∞ on A, ∃B ⊆ A of positive measure such that
∫

B ∑ T̂ n f dµ < ∞:
Take B := [∑ T̂ n f < M] for M large enough. Arguing as before, we see that∫

f
( ∞

∑
n=1

1B ◦T n)dµ < ∞,

whence, since f is strictly positive, ∑
∞
n=1 1B◦T ndµ almost everywhere in X , whence

a.e. in B. It follows that for a.e. x ∈ B, T n(x) ∈ B only finitely many times. By
theorem 2.1, T is not conservative. ut

See Problem 2.8 for an development of this result.

We turn to the special case of non-singular measures with regular log Jacobians:

Theorem 2.2. Let X be a topologically transitive TMS, and suppose ν is a non-
singular measure which is finite on cylinders and s.t. dν

dν◦T = λ−1eφ . If φ has
summable variations, then ν is conservative iff for some a ∈ S (whence all a ∈ S),

∞

∑
n=1

λ
−nZn(φ ,a) = ∞, where Zn(φ ,a) := ∑

T nx=x
eφn(x).

Proof. We first show that the if the series ∑λ−nZn(φ ,a) converges for some a ∈ S,
then it converges for all a ∈ S.

Fix two states a,b and pick, using the topological transitivity of X , two admissible
words u,v of lengths u,v s.t. (a,u,b) and (b,v,a) are admissible. Let k := u+ v+2,
and define a map ϑ : {x ∈ [b] : T nx = x}→ {x ∈ [a] : T n+kx = x} by

x 7→ the periodic point with period (a,u,x0, . . . ,xn,v).

Since φ has summable variations, it has the Walters property (lemma 1.1), so for all
x ∈ [b] s.t. T nx = x,

|φn+k(ϑ(x))−φn(x)| ≤ |φu+1(a,u,b,∗, . . .)|+ |φn(x0, . . . ,xn−1,b,∗, . . .)−φn(x)|
+ |φv+1(b,v,a,∗)|

≤ sup
[a,u,b]

|φu+1|+ sup
[b,v,a]
|φv+1|+ sup

n
[varn+1φn] =: logM < ∞,

where M = M(a,b,u,v) is independent of n. Since ϑ is one-to-one, for all n

Zn(φ ,b)≤M ∑
T nx=x,x0=b

eφn+k(ϑ(x)) ≤M ∑
T n+ky=y,y0=a

eφn+k(y) = MZn+k(φ ,a).

Thus if ∑λ−nZn(φ ,b) converges, then ∑λ−nZn(φ ,a) converges.
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We saw above that the transfer operator of φ is (T̂ f )(x) = λ−1
∑Ty=x eφ(y) f (y).

Iterating, it is easy to verify by induction that

(T̂ n f )(x) = ∑
T ny=x

eφn(y) f (y), where φn := φ +φ ◦T + · · ·+φ ◦T n−1.

We claim that for every state b, there are constants C1,C2 > 0 and k1,k2 ∈ N s.t.

C1λ
−(n−k1)Zn−k1(φ ,a)≤ T̂ n1[a](x)≤C2λ

−(n+k2)Zn+k2(φ ,a) for all x ∈ [b]. (2.5)

The proof is similar to what we did above, so we omit the details.

We can now use proposition 2.5 to prove the theorem.

Suppose ∑λ−nZn(φ ,a) = ∞, then (2.5) implies that ∑ T̂ n1[a] = ∞ everywhere on
X . By Proposition 2.5, part 1, T is conservative.

Suppose ∑λ−nZn(φ ,a) < ∞ for some state a. Then ∑λ−nZn(φ ,a) < ∞ for all
states a. By (2.5) there are constants Cab s.t. ∑ T̂ n1[a] ≤ Cab on [b]. Choose b s.t.
ν [b] 6= 0, and let {εa}a∈S be positive numbers s.t. ∑εaCab < ∞ and ∑εaν [a] < ∞.
(Recall that conformal measures, by definition, are finite on cylinders.) The function

f := ∑
a∈S

εa1[a]

is positive, integrable, and for a.e. x ∈ [b], ∑
∞
n=1 T̂ n f = ∑n ∑a εaT̂ n1[a] ≤∑a εaCab <

∞. Since ν [b] 6= 0, proposition 2.5 says that ν is not conservative. ut

Remark: The proof shows that the theorem holds for all functions φ for which
supn≥1[varn+1φn] < ∞, e.g. all functions with the Walters property.

Corollary 2.2. Suppose X is a compact topologically mixing TMS, then any non–
singular probability measure on X whose log-Jacobian has summable variations is
conservative.

Proof. Suppose dν

dν◦T = λ−1 expφ where φ has summable variations. We claim that
there exists a constant M s.t. for every cylinder [a] = [a0, . . . ,an−1],

eφn(ax) = M±1
λ

n
ν [a] for all x ∈ T [an−1]. (2.6)

To see this note, first, that for all x,y ∈ T [an−1],

|φn(ax)−φn(ay)| ≤ |φn−1(ax)−φn−1(ay)|+ |φ(an−1x)−φ(an−1y)|
≤ sup

k≥1
vark+1φk +(maxφ −minφ) =: logM1,

where M1 < ∞ by the Walters property. Integrating the estimate eφn(ax) = M±1
1 eφn(ax)

over T [an−1] we obtain
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eφn(ax)
ν(T [an−1])= M±1

1

∫
T [an−1]

eφn(ay)dν(y)= M±1
1 λ

n
∫

λ
−nLn

φ 1[a]dν = M±1
1 ν [a].

The result is (2.6) with M := M1/min{ν(T [a]) : a∈ S} (the denominator is non-zero
because |S| < ∞ and because conformal measures on topologically transitive TMS
give any cylinder positive measure, see problem 2.9).

Let Wn denote the collection of admissible words of length n. Fix a ∈ S. Since
X is topologically mixing and |S| < ∞, there exists n0 s.t. for every ξ ∈ S there are
words waξ ,wξ a ∈Wn0 s.t. (a,waξ ,ξ ),(ξ ,wξ a,a) are admissible. It follows that any
ξ = (ξ1, . . . ,ξn) ∈Wn can be extended to a word

w(ξ ) := (a,waξ1
,ξ ,wξna,a) ∈Wn+k0 , where k0 := 2(n0 +1).

Every periodic point with period w(ξ ) contributes to Zn+k0(φ ,a)= ∑T n+k0 x=x eφn+k0 (x).
As a result there is a constant C s.t. for all n,

λ
−(n+k0)Zn+k0(φ ,a)≥Cλ

−(n+k0)
∑

ξ∈Wn

emax[ξ ] φn

≥CM−1
λ
−k0 ∑

ξ∈Wn

ν [ξ ] = CM−1
λ
−k0 (by (2.6)).

Thus ∑λ−nZn(φ ,a) = ∞. By theorem 2.2, ν is conservative. ut

2.2.3 Ergodicity

Definition 2.10 (Ergodicity). A non–singular map T on a σ–finite measure space
(X ,B,µ) is called ergodic if for every E∈B s.t. T−1(E)=E, µ(E)=0 or µ(Ec)=0.

The purpose of this section is to prove the following:

Theorem 2.3 (Aaronson, Denker & Urbański). Suppose X is a topologically tran-
sitive TMS and ν is a measure which is finite on cylinders and whose log-Jacobian
has summable variations. If ν is conservative, then ν is ergodic.

Lemma 2.2 (Bounded Distortion). Suppose ν is a non-singular measure on a TMS
s.t. φ := logdν/dν ◦T has summable variations. If var1φ < ∞, then ∃M > 1 s.t. for
all non-empty cylinders [a,b] = [a0, . . . ,an−1;b0, . . . ,bm−1],

M−1/ν(T [an−1])≤
ν [a,b]

ν [a]ν [b]
≤M/ν(T [an−1]).

Proof. Let φ := logdν/dν ◦T , then L∗
φ

ν = ν and so
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ν [a,b] =
∫

Ln
φ 1[a,b]dν =

∫
eφn(ax)1[b](x)dν(x).

We show that eφn(ax) = B±1ν [a]/ν(T [an−1]) for all x∈ [b], where B := exp∑
∞
n=1 varnφ .

To see this observe that for every y ∈ T [an−1], eφn(ax) = B±1eφn(ay) (it is essential
for this estimate that var1φ < ∞). Integrating the double inequality over y∈ T [an−1],
we obtain that eφn(ax)ν(T [an−1]) = B±1 ∫

T [an−1] e
φn(ay)dν(y) = B±1 ∫ (Ln

φ
1[a])(y) =

B±1ν [a], as required. ut

Corollary 2.3. Under the assumptions of lemma 2.2, ∃M > 1 s.t. for all Borel sets
E, if [a] = [a0, . . . ,an−1] has positive measure, then

ν(T−nE|[a]) = M±1
ν(E|T [an−1]). (2.7)

Proof. Let M be as in lemma 2.2, and let M denote the collection of all sets E which
satisfy (2.7). M is a monotone class, and M contains all the cylinders (Lemma 2.2).
By the monotone class theorem, M contains all Borel sets. ut

Proof of theorem 2.3. We begin with a couple of reductions.
First we claim that it is enough to prove the theorem in the case when ν(X) = 1.

To see this construct positive constants {εa}a∈S s.t. h = ∑a∈S εa1[a] satisfies
∫

hdν =
1. Let dν∗ := hdν . It is easy to check that

log
dν∗

dν∗ ◦T
= log

dν

dν ◦T
+ logh− logh◦T.

By construction var2[logh− logh◦T ] = 0, so the log–Jacobian of ν∗ has summable
variations. Since h > 0, ν and ν∗ are equivalent, so one is ergodic iff the other is
ergodic.

Next we claim that it is enough to prove the theorem under the assumption that
the first variation of log(dν/dν ◦T ) is finite. To see this we recode the TMS using
the following Markov partition:

S∗ := {(a,b) : (a,b) is admissible}.

The result is a TMS with alphabet S∗ and transition matrix (t(a1,b1),(a2,b2))S∗×S∗

where t(a1,b1),(a2,b2) = 1⇔ b1 = a2. This TMS is conjugate to the original TMS
via π(x0,x1,x2, . . .) = ((x0,x1),(x1,x2),(x2,x3), . . .), and the log Jacobian of ν ◦π−1

(equal to φ ◦π) satisfies varnφ ◦π = varn+1φ (Problem 1.7). In particular, var1φ < ∞.

Henceforth we assume that ν is a conservative non-singular probability measure
whose log–Jacobian has summable variations and finite first variation.

Suppose E is a T –invariant set with positive measure, and let αn denote the σ–
algebra generated by n–cylinders, then for a.e. x and n s.t. ν(E ∩T [xn−1]) 6= 0,

ν(E|αn)(x) = ν(T−nE|[x0, . . . ,xn−1]) = M±1
ν(E|T [xn−1]).
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Suppose ν(E∩T [a]) 6= 0, then ν [a] =
∫

Lφ 1[a]dν =
∫

T [a] e
φ(ax)dν 6= 0. Since ν is

conservative, for almost every x ∈ [a], xn−1 = a infinitely often, and so

limsup
n→∞

ν(E|αn)(x)≥M−1
ν(E|T [a]) > 0.

But by the Martingale convergence theorem, limsupν(E|αn)(x) = 1E(x), so 1E > 0
a.e. on [a], whence E ⊇ [a] mod ν .

Now suppose p is a state such that T [p] ⊇ [a], then ν(E ∩T [p]) ≥ ν(E ∩ [a]) =
ν [a] 6= 0, and by the previous paragraph E ⊇ [p] mod ν . It follows by induction that
E ⊇ [p] mod ν for every p ∈ S s.t. T n[p]⊇ [a] for some n. Since T is topologically
transitive, E = X mod ν . ut

Remark: A simple modification of the proof shows that theorem 2.3 holds for
all functions φ s.t. supn≥1[varn+1φ ] < ∞, e.g. all functions satisfying the Walters
property.

Corollary 2.4. Suppose X is a compact TMS, and ν is a Borel probability measure
whose log–Jacobian has summable variations. If X is topologically transitive, then
ν is ergodic.

Proof. Corollary 2.2. ut

2.2.4 Exactness and mixing

Suppose T is a measure preserving map on a probability space (Ω ,F ,µ). The trans-
fer operator of T is the action of T on mass densities: if we move every “mass
element” by the dynamics of T , the mass density f (x)dµ(x) will transform into
(T̂ f )(x)dµ(x). It is reasonable to speculate that if T is “chaotic” enough, then the
dynamics of T will tend to flatten the density so that in the limit T̂ n f → const. The
question is what is the minimal assumption on T which guarantees this. Here it is:

Definition 2.11 (Exactness). Let T be a non–singular map of a σ–finite measure
space (Ω ,F ,µ). T is called exact if the tail σ–algebra

⋂
n≥0 T−nF is trivial, i.e.

E ∈
⋂

n≥0 T−nF ⇒ µ(E) = 0 or µ(Ec) = 0.

The definition makes sense for only non–invertible maps (there is an invertible ver-
sion of the definition called the “K–property”). It is clear that exactness implies
ergodicity, because every invariant set belongs to the tail σ–algebra, and must there-
fore be trivial.

Theorem 2.4 (Lin). Let T be a measure preserving map on a σ–finite measure
space (Ω ,F ,µ) s.t. L1(Ω ,F ,µ) is separable (e.g. a TMS with a Borel measure),
then T is exact iff ‖T̂ n f‖1 −−−→

n→∞
0 for all f ∈ L1 s.t.

∫
f dµ = 0.



2.2 Ergodic theory of measures with regular log Jacobians 37

Proof. We give two proofs, the first when µ(Ω) < ∞, and the second in general.
Suppose µ is invariant and finite, and assume w.l.o.g. that µ(Ω) = 1. Suppose T

is exact, f ∈ L1, and
∫

f dµ = 0. Fix ε > 0 and construct g∈ L∞∩L1 s.t. ‖ f−g‖1 < ε .
Then |

∫
gdµ|< ε , and

‖T̂ n f‖1 ≤ ‖T̂ ng‖1 + ε (∵ ‖T̂‖= 1),

= ‖(T̂ ng)◦T n‖1 + ε (∵ T is measure preserving),

= ‖E(g|T−nF )‖1 + ε (by proposition 2.3).

By the Martingale Convergence Theorem and the exactness of T ,

E(g|T−nF )−−−→
n→∞

E(g) almost everywhere.

Now |E(g|T−nF )| ≤ ‖g‖∞ and µ(Ω) = 1, so ‖E(g|T−nF )‖1 → |
∫

gdµ| < ε

(bounded convergence theorem). We see that limsup‖T̂ n f‖1 < 2ε , whence since
ε was arbitrary, ‖T̂ n f‖1→ 0.

Now assume that ‖T̂ n f‖1 → 0 for all f ∈ L1 s.t.
∫

f dµ = 0. Suppose A ∈⋂
n≥0 T−nF , and set f := 1A−µ(A). (This makes sense since µ is finite.) Then

‖T̂ n f‖1 = ‖(T̂ n f )◦T n‖1 = ‖E( f |T−nF )‖1

= ‖ f‖1, because f is T−nF–measurable for all n.

But ‖T̂ n f‖1→ 0 by assumption. This means that f = 0 a.e., whence A is trivial.

We now consider the non–singular σ–finite case, under the additional assumption
that L1 is separable. We follow [1].

Suppose T is exact and f ∈ L1 satisfies
∫

f dµ = 0. Since ‖T̂‖= 1, the sequence
{‖T̂ n f‖1}n≥0 is bounded. We show that its limit superior is equal to zero. Choose a
subsequence nk→ ∞ s.t. ‖T̂ nk f‖1→ limsup‖T̂ n f‖1. Let

gn := sgn[T̂ n f ].

Then ‖T̂ n f‖1 =
∫

gnT̂ n f dµ =
∫
(gn ◦T n) f dµ .

The functions gn ◦ T n are bounded (by one), so they can be identified with
bounded linear functionals on L1 of norm less than or equal to one. Since L1 is
separable, the closed unit ball in (L1)∗ is sequentially compact. Therefore there is

a subsequence {nk`
} s.t. gnk`

◦ T n w∗−−−→
`→∞

g, where g is a bounded linear functional

on L1. By the Riesz representation theorem, (L1)∗ = L∞ (but caution: (L∞)∗ 6= L1).
Thus g can be identified with an L∞ function g via g(h) =

∫
ghdµ (h ∈ L1).

We claim that g is T−nF–measurable for all n. This is because, given n, one
can choose L s.t. for all ` > L, nk`

> n. Starting from L all elements of the sequence
gnk`
◦T nk` are T−nF–measurable, therefore their limit g lies in L1(Ω ,T−nF ,µ)∗ =

L∞(Ω ,T−nF ,µ).
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Since g is T−nF–measurable for all n, it is measurable w.r.t the tail σ–algebra.
By exactness, g is a constant, say equal to c. By the choices of {nk} and {nk`

},

limsup
n→∞

‖T̂ n f‖1 = lim
k→∞
‖T̂ nk f‖1 = lim

k→∞

∫
(gnk ◦T nk) f dµ

= lim
`→∞

∫
(gnk`

◦T nk` ) f dµ =
∫

g f dµ = c
∫

f dµ = 0.

Thus ‖T̂ n f‖1→ 0.
Next we show that if T is not exact, then there exists some f ∈ L1 s.t.

∫
f dµ = 0

but for which ‖T̂ n f‖1 6→ 0. Choose some A ∈
⋂

n≥0 T−nF s.t. A 6= ∅,Ω mod µ .
Construct, using the σ–finiteness of (Ω ,F ,µ), f ∈ L1 s.t.

∫
A f dµ > 0 and

∫
Ω

f dµ =
0. Since A ∈

⋂
n≥0 T−nF , there are F–measurable sets An s.t. A = T−nAn, so

‖T̂ n f‖1 ≥
∫

An

|T̂ n f |dµ ≥
∫

An

T̂ n f dµ

=
∫

1An T̂ n f dµ =
∫

(1An ◦T n) f dµ =
∫

A
f dµ > 0.

Thus ‖T̂ n f‖1 6→ 0. ut

Definition 2.12 (Mixing). Let T be a measure preserving map on a probability
space (Ω ,F ,µ). T is called mixing if ∀A,B ∈F , µ(A∩T−nB)−−−→

n→∞
µ(A)µ(B).

Corollary 2.5. Suppose T is an exact probability preserving map, then

1. for every f ∈ L1, ‖T̂ n f −
∫

f dµ‖1 −−−→
n→∞

0;
2. T is mixing.

Proof. If T is probability preserving, then T̂ 1 = 1 (proposition 2.3 part 5), so T̂ n( f−∫
f dµ) = T̂ n f −

∫
f dµ . Since f −

∫
f dµ is absolutely integrable with intergal zero,

part (1) follows from Lin’s theorem. (This argument does not work in the infinite
measure setting, because if µ(Ω) = ∞ and

∫
f dµ 6= 0, then f −

∫
f dµ is not in L1.)

For part (2), suppose A,B ∈F . Since T̂ n(1A−µ(A)) L1
−−−→
n→∞

0,

µ(A∩T−nB) =
∫

1A(1B ◦T n)dµ =
∫

(T̂ n1A)1Bdµ

=
∫

[T̂ n(1A−µ(A))1Bdµ + µ(A)µ(B) (∵ T̂ 1 = 1),

∴ |µ(A∩T−nB)−µ(A)µ(B)| ≤ ‖T̂ n(1A−µ(A))‖1. (2.8)

By Lin’s theorem, the term on the right side tends to zero. ut

Remark: Equation (2.8) shows that the rate of mixing can be studied by analyzing
the rate of convergence in Lin’s theorem. This is the standard approach for analyzing
rates of mixing.

We turn to the special case of TMS and measures with regular log Jacobians.
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Theorem 2.5 (Aaronson, Denker & Urbański). Suppose X is a topologically mix-
ing TMS and ν is a non-singular measure which is finite on cylinders and whose log
Jacobian has summable variations. If ν is conservative, then ν is exact.

Proof. As in the proof of Theorem 2.3, it is enough to prove the theorem in the
case when ν(X) = 1 and log dν

dν◦T has summable variations and finite first variation.
These reductions allow us to use the bounded distortion lemma.

Let E ∈
⋂

n≥1 T−nB be a tail event of positive measure. We have to show that
E = X mod ν . Since E is a tail event, it can be written in the form E = T−nEn with
En ∈B. Let αn denote the σ–algebra generated by n–cylinders. By the corollary to
the bounded distortion lemma, there is a constant M > 1 s.t. for all n

ν(E|αn)(x)=ν(T−nEn|[x0, . . . ,xn−1])≥M−1
ν(En|[xn]). (2.9)

If we can show that limsupν(En|T [xn−1]) > 0 a.e., then it will follow by the Mar-
tingale Convergence Theorem that 1E = limν(E|αn)(x) > 0 a.e., whence E = X
mod ν .

We begin with a couple of observations which will be useful for this purpose.

Fact 1.
T−kEn = En−k. (2.10)

Proof: Suppose x ∈ T−kEn, and let y ∈ T−(n−k){x}, then y ∈ T−nEn = E, and so
x = T n−k(y) ∈ T n−k(E) = T n−kT−(n−k)En−k ⊆ En−k. Next suppose x ∈ En−k. Then
x = T n−k(y) with y∈ E (any y∈ T−(n−k){x}works), and so T k(x) = T n(y)∈ T nE =
T nT−nEn ⊆ En, whence x ∈ T−kEn. ♦

Fact 2. Suppose S : Ω → Ω is a non-singular piecewise invertible transformation
on a finite measure space (Ω ,F ,µ), then for every ε > 0 there exists a δ (S,ε) > 0
with the following property: µ(B) > ε =⇒ µ[S(B)] > δ (S,ε).

Proof: Suppose Ω =
⊎

∞
i=1 Ωi where S : Ωi→ S(Ωi) is invertible. Choose N so large

that µ(
⋃

i>N Ωi) < ε/4. If µ(B) > ε , then B∩
⋃N

i=1 Ωi has measure at least ε/2.
Thus there must exist 1≤ i0 ≤ N s.t.

µ[B∩Ωi0 ]≥
ε

2N
.

For every i, let δi be a positive number so small that µ[
dµ◦S|Ωi

dµ
< δi] < ε/4N, and let

δ0 := min{δ1, . . . ,δN}. Then

µ

(
B∩Ωi0 ∩

[
dµ ◦S

dµ
≥ δ0

])
≥ ε

2N
− ε

4N
=

ε

4N
,

whence µ[S(B)]≥ εδ0/4N =: δ (S,ε). ♦

We return to the proof of the theorem. Fix a state [a] s.t. ν(E∩ [a]) 6= 0. Since ν is
conservative (by assumption) and ergodic (by Theorem 2.3), the symbol a appears
infinitely often in a.e. x ∈ X . Let
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ϕ0(x) < ϕ1(x) < ϕ2(x) < ϕ3(x) < · · ·

be the complete list of indices n s.t. xn = a for such x ∈ X .

Step 1. liminf
k→∞

ν(Eϕk(x)) > 0 almost everywhere.

This is certainly the case almost everywhere on E, because the corollary to the
bounded distortion lemma, and the Martingale Convergence Theorem, for a.e. x∈ E

1 = 1E(x)← ν(E|αϕk(x))(x)≤Mν(Eϕk(x)|T [xϕk(x)−1])≤
M

ν [a]
ν(Eϕk(x)).

Now suppose x 6∈ E. Let S := T ϕ1(x), then S maps almost all X into [a], and S|[a]
is equal to T[a], the induced transformation on [a]: the map defined a.e. on [a] which
maps x to T N(x)(x) where N(x) is the first positive time the orbit enters [a]. If a
transformation is ergodic and conservative, then its induced version is ergodic and
conservative.3 Thus Sn(x) enters the (positive measure set) E ∩ [a] infinitely often,
whence at least once. Let τ = τ(x) := min{n≥ 1 : Sn(x) ∈ E ∩ [a]}, then

ν(Eϕk+τ (x))=ν(Eϕτ (x)+ϕk(Sτ x))≥ν(T ϕτ (x)T−ϕτ (x)Eϕτ (x)+ϕk(Sτ x))=ν(T ϕτ (x)Eϕk(Sτ x)),

where the last equality is because of (2.10).
By construction, Sτ(x)∈E, so liminfν(Eϕk(Sτ x)) > 0, whence ν(Eϕk(Sτ x)) > ε for

some ε and all k large enough. The transformation S∗ := x 7→ T τ(x)(x) is piecewise
invertible and non-singular. It follows that ν(T ϕτ (x)Eϕk(Sτ x)) > δ (S∗,ε) for all k
large, where δ (S∗,ε) is given by the “second fact” above. It follows that ν(Eϕk+τ (x))
is eventually bounded from below. ♦

Step 2. ∃p0 s.t. liminf
k→∞

ν(Eϕk(x)−p∩ [a]) > 0 a.e. for all p≥ p0.

Fix x ∈ X which satisfies the conclusion of step 1, then there exists ε > 0 s.t.
ν(Eϕk(x)) > ε for all k large enough.

The topological mixing of T implies that ν(T p[a]) −−−→
p→∞

ν(X) (because T p[a]

eventually contains any given finite union of partition sets). Recall that we are as-
suming w.l.o.g. that ν(X) = 1, and choose p0 s.t.

ν(T p[a]) > 1− ε for all p≥ p0.

From now on, suppose p≥ p0. Find a finite collection Λ of cylinders [a]⊂ [a] of
length p s.t. ν(

⋃
[a]∈Λ T p[a]) > 1− ε/2. For every k large enough, ∃[a] ∈Λ s.t. 4

ν(Eϕk(x)∩T p[a]) >
ε

2|Λ |
.

3 Conservativity is clear. To see ergodicity, observe that every function which is invariant for an
induced transformation has an (obvious) extension to an invariant function for the original map.
4 If the other inequality holds for all [a] ∈ Λ , then the summation over [a] ∈ Λ produces the in-
equality ν(Eϕk(x))≤ ε/2. But this contradicts the choice of ε .
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Let Ia : T p[a]→ [a] denote the map Ia(x) = (a,x). It is invertible and non-singular,
therefore there exists a constant δ s.t.

ν [Ia(Eϕk(x)∩T p[a])] > δ

(take δ := min{δ (Ia,ε/2|Λ |) : [a] ∈Λ}). Thus

δ < ν [Ia(Eϕk(x)∩T p[a])] = ν(T−pEϕk(x)∩ [a])≤ ν(Eϕk(x)−p∩ [a]), by (2.10).

We see that ν(Eϕk(x)−p∩ [a])≥ δ for all k large enough. ♦
Step 3. liminf

k→∞
ν(Eϕk(x)∩ [a]) > 0 almost everywhere.

Suppose p≥ p0 where p0 is as in step 2. Write for some ` to be determined later,

ϕk(x)− p = ϕk−`(x)+ϕ`(Sk−`x)− p.

The idea is to choose ` and p so that, almost surely, for infinitely many k ϕ`(Sk−`x) =
p. For such k, ν(Eϕk−`(x) ∩ [a]) is bounded below for all k large eneough, proving
step 3.

Here is how to choose p and `. The map S|[a] : [a]→ [a] is conservative and
ergodic, because it is equal to the induced shift on [a]. Therefore for a.e. x, any
value p attained by ϕ` with positive measure on [a] will be attained by ϕ`(T jx) for
infinitely many j’s. By definition ϕ` ≥ `, therefore we may choose any ` > p0, and
any p which is attained by ϕ` with positive measure. ♦
We can now complete the proof of the theorem:

1E(x) = lim
n→∞

ν(E|αn(x))(x)≥M−1 limsup
k→∞

ν(Eϕk(x)|T [xϕk(x)−1]) by (2.9)

≥M−1 limsup
k→∞

ν(Eϕk(x)∩ [a]) > 0 (step 2).

Thus 1E > 0 a.e., whence E = X mod ν . ut

Remark: A small modification of the proof shows that the theorem holds for all
functions φ s.t. supn≥1[varn+1φn] < ∞, e.g. all functions with the Walters property.

2.2.5 Absolutely continuous invariant densities

Definition 2.13 (ACIM). Suppose T is a non–singular map of a sigma finite mea-
sure space (Ω ,B,ν). A non-negative measurable function h is called an absolutely
continuous invariant density if dm = hdν is T –invariant. The measure m is called
an absolutely continuous invariant measure (acim). If h is integrable and

∫
hdν = 1,

then m is called an absolutely continuous invariant probability (acip).

There are conservative non–singular measures which do not admit acims. But
conservative non-singular measures with regular log Jacobians do.
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Theorem 2.6 (Aaronson, Denker & Urbański). Let X be a topologically mixing
TMS, and suppose ν is a conservative non–singular measure which is finite on cylin-
ders. If the log Jacobian of ν has summable variations, then ν has a continuous acim
which is bounded away from zero and infinity on cylinders.

We will derive this theorem from results in the next chapter.

2.3 Existence of conformal measures

2.3.1 Existence of conformal measures on compact TMS

Since conformal measures are given by a single equation, rather than the infinite
collection needed to define a DLR measure, they are easier to construct:

Theorem 2.7 (Ruelle). Suppose X is a compact topologically transitive TMS and
φ : X →R is continuous, then φ possesses a conformal (whence a DLR) probability
measure.

Proof. Let C(X) denote the space of continuous functions on X , equipped with the
supremum norm ‖ f‖ := max | f | (this is well defined because X is compact). Let
C(X)∗ denote the dual of C(X), equipped with the weak star topology:

1. The elements of C(X)∗ are linear maps ϕ : C(X)→ R which possess a constant
Cϕ s.t. |ϕ( f )| ≤Cϕ‖ f‖ for all f ∈C(X) (“bounded linear functionals”);

2. The weak star topology on C(X)∗ is the topology generated by the following
basis of open sets: {ϕ ∈ C(X)∗ : |ϕ( fi)− ai| < bi (i = 1, . . . ,N)} where N ∈
N, ai ∈ R, bi > 0, and fi ∈ C(X). Note that these sets are convex, and that the
maps (ϕ1,ϕ2) 7→ αϕ1 +βϕ2 are continuous for all α,β ∈ R. In the language of
functional analysis, C(X)∗ is a “locally convex topological vector space”.

3. Let P(X) := {ϕ ∈C(X)∗ : ϕ(1) = 1, f ≥ 0⇒ ϕ( f )≥ 0}. Then

a. The Banach–Alaoglu Theorem implies that P(X) is compact in the weak star
topology. Here we use the compactness of X in an essential way.

b. The Schauder–Tychonoff Theorem, and the compactness of P(X) guarantee
that every weak star continuous map V : P(X)→P(X) has a fixed point.

c. The Riesz Representation Theorem implies that every ϕ ∈P(X) can be repre-
sented in the form ϕ( f ) =

∫
f dµϕ where µφ is a Borel probability measure.

The idea of the proof is to find a weak star continuous map V : P(X)→P(X) whose
fixed points are φ–conformal measures.

A measure ν is φ–conformal, if dν

dν◦T = λ−1 expφ . This is the case iff for all
continuous functions f : X → R
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f dν =

∫
f λ
−1eφ dν ◦T

≡ ∑
a∈S

∫
T [a]

λ
−1eφ(ax) f (ax)dν(x), by (2.2)

≡
∫

λ
−1

∑
Ty=x

eφ(y) f (y)dν(x) =:
∫

λ
−1Lφ f dν ,

where Lφ : C(X)→C(X) is the operator (Lφ f )(x) = ∑Ty=x eφ(y) f (y).
Thus ν is φ–conformal iff L∗

φ
ν = λν , where L∗

φ
: C(X)∗ → C(X)∗ is the dual

operator to Lφ : C(X)→C(X): [L∗
φ

ϕ]( f ) := ϕ(Lφ f ).
We still need to get rid of the unknown factor λ . This is easy to do, since if

L∗
φ

ν = λν , then λ = (L∗
φ

ν)(1) = ν(Lφ 1). We see that ν is φ–conformal iff ν is a
fixed point of

V : C(X)∗→C(X)∗ , V ϕ :=
L∗

φ
ϕ

(L∗
φ

ϕ)(1)
.

V is well defined, because by compactness there exists ε0 > 0 s.t. Lφ 1 ≥ ε0, so for
every ϕ ∈P(X), (L∗

φ
ϕ)(1) = ϕ[Lφ 1]≥ ε0ϕ(1) = ε0. Clearly V [P(X)]⊆P(X), and

it is routine to check that V is continuous in the weak star topology (Problem 2.3).
By the Schauder-Tychonoff theorem V has a fixed point. By the discussion above

this fixed point is represented by a conformal measure. ut

2.3.2 Convergence of measures on non-compact TMS

The arguments in the previous section do not extend to non-compact TMS, because
if X is not compact, then the set of probability measures on X is not compact, and
we cannot use the Schauder–Tychonoff Theorem.

We will construct conformal measures by means of a limiting procedure. To do
this, it is important to first understand under what conditions does a sequence of
Borel probability measures on X have a convergent subsequence in case X is not
compact. This is the purpose of this section.

We use the following notation:

1. (Y,d) is a general metric space;
2. P(Y ) is the set of Borel probability measures on Y , M(Y ) is the set of finite

Borel measures on Y ;
3. CB(Y ) denotes the Banach space of bounded continuous functions on Y , equipped

with the metric ‖ f‖ := supY | f |
4. µ( f ) :=

∫
f dµ (µ ∈M(Y ), f ∈CB(Y )).

Definition 2.14. A sequence µn ∈M(Y ) is said to converge weak star to µ ∈M(Y ),

if µn( f )−−−→
n→∞

µ( f ) for all f ∈CB(Y ). In this case we write µn
w∗−−−→

n→∞
µ .
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Definition 2.15 (Tightness). A sequence of measures µn ∈M(Y ) is called tight, if
for every ε > 0 there exists a compact subset Kε ⊆ Y s.t. µn(Y \Kε) < ε for all n.

Theorem 2.8 (Helly–Prohorov). Suppose Y is a complete separable metric space,
and µn ∈M(Y ) (n ≥ 1). If 0 < liminf

n→∞
µn(X) ≤ limsup

n→∞

µn(X) < ∞ and µn is tight,

then {µn}n≥1 has a subsequence which converges weak star to some 0 6≡ µ ∈M(Y ).

Proof. It is enough to prove the theorem in the case when µn are probability mea-
sures. To reduce to this case, pass to a subsequence nk s.t. µnk(X)→ c 6= 0, and work
with µnk/µnk(X).

There exists a compact metric space Ŷ such that Ŷ ⊇Y , and such that the topology
on Y is the induced topology from Ŷ . In the general case, the existence of Ŷ follows
from Urysohn’s Metrization Theorem (see e.g. [7]). In the particular case of a TMS
with set of states S, assume w.l.o.g. that S =N and take N̂ :=N∪{∞}, and Ŷ := N̂N0

with the metric

d̂(x,y) :=
∞

∑
k=0

2−k
∣∣∣∣ 1
xk
− 1

yk

∣∣∣∣ , where 1/∞ := 0.

The metric structure on (Y, d̂|Y×Y ) is different from the standard one, but the topol-
ogy is the same, and this is all we care about.

Each µ extends to a measure µ̂n on Ŷ given by µ̂n(E) := µn(E ∩Y ). Since Ŷ is a
compact metric space, there is a subsequence nk ↑∞ s.t. µ̂nk → µ̂ weak star in P(Ŷ ).
This follow from the Banach–Alaoglu theorem, but it is useful to recall the reason:

1. Ŷ is compact, so CB(Y ) contains a countable dense set {gk}k≥1.5

2. Since gk are bounded, (µ̂n(gk))n≥1 are bounded sequences. Using Cantor’s di-
agonal argument, it is possible to extract a subsequence nk ↑ ∞ s.t. µ̂nk(gi) con-
verges for each i to some constant µ̂(·). Automatically µ̂nk(g) converges for all
g ∈CB(Ŷ ) to some constant µ̂(g).

3. µ̂(·) is linear on CB(Ŷ ), µ̂(1) = 1, and for every g∈V , |µ̂(g)| ≤ ‖g‖ and g≥ 0⇒
µ̂(g)≥ 0. Thus µ̂ extends to a bounded positive linear functional µ̂ on CB(Ŷ ).

By the Riesz representation theorem µ̂ can be identified with a Borel probability
measure on Ŷ . By construction, µ̂n→ µ̂ weak star on Ŷ .

Claim 1. µ̂(Ŷ \Y ) = 0, thus µ := µ̂|Y is a Borel probability measure on Y .

Fix ε > 0. The tightness condition says that there exists a compact set Kε ⊂Y s.t.
µn(Kε) > 1− ε for all n. Since Kε is compact in Y , it is closed in Ŷ .

Let Gk := {ŷ ∈ Ŷ : dist(ŷ,Kε) < 1
k}. This is an open set which contains Kε . Con-

struct using Urysohn’s Lemma a function g ∈CB(Ŷ ) s.t. (a) 0≤ g≤ 1, (b) g = 1 on
Kε , and (c) g = 0 outside Gk.

5 Proof: Compact metric spaces are separable, so let {xn : n ∈ N} ⊆ Ŷ be a countable dense set.
The functions gn(·) = d̂(·,xn) separate points. Let A denote the algebra of functions they span
together with g0 ≡ 1 overQ. This is a countable collection. Since Ŷ is compact A is dense in C(Ŷ )
(Stone–Weierstrass theorem).
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We have µ̂(Gk) ≥ µ̂(g) = lim µ̂nk(g) ≥ limsup µ̂nk(Kε) ≥ 1− ε. Thus µ̂(Gk) ≥
1− ε for all k. Since Gk ↓ Kε , µ̂(Kε) > 1− ε . Thus

µ̂(Ŷ \Y )≤ µ̂(Ŷ \Kε) < ε. (2.11)

Since ε is arbitrary, µ̂(Ŷ \Y ) = 0. ♦

Claim 2. Let µ := µ̂|Ŷ , then µnk → µ weak star on Y .

It is clear that µnk( f )→ µ( f ) for all g ∈CB(Y ) which can be continuously ex-
tended to Ŷ . We have to show that this is the case for all f ∈CB(Y ).

Suppose f ∈CB(Y ), fix ε > 0, and let Kε be a compact set in Y s.t. µnk(Kε)>1−ε .
The set Kε is a compact subset of Ŷ . By Tietze’s Extension Theorem, ∃ fε ∈CB(Ŷ )
s.t. fε |Kε

= f and ‖ fε‖ ≤ ‖ f‖.

|µnk( f )− µ̂( fε)| ≤ |µnk( f )−µnk( fε |Y )|+ |µnk( fε |Y )− µ̂nk( fε)|+ |µ̂nk( fε)− µ̂( fε)|
≤ 2‖ f‖µnk(Y \Kε)+‖ fε‖µ̂(Ŷ \Y )+o(1)≤ 3ε‖ f‖+o(1).

Since ε was arbitrary, it follows that µnk( f )→ µ( f ). ut

2.3.3 Existence of conformal measures on non-compact TMS

Suppose X is a TMS with set of states S and φ : X → R has the Walters property.
Define for a ∈ S

Zn(φ ,a) := ∑
T nx=x

eφn(x)1[a](x), where φn :=
n−1

∑
k=0

φ ◦T k.

Theorem 2.9. Suppose X is a topologically transitive TMS, and φ : X → R is a
function with summable variations, then φ has a conservative conformal measure
which is finite on cylinders iff for some a ∈ S,

1. logλ := limsup
n→∞

1
n logZn(φ ,a) < ∞;

2. ∑λ−nZn(φ ,a) = ∞.

Proof of necessity. Suppose there is a conservative Borel measure ν which is fi-
nite on cylinders and which satisfies dν

dν◦T = λ−1 expφ . Let Lφ denote the operator
(Lφ f )(x) = ∑Ty=x eφ(y) f (y). As we saw in the proof of theorem 2.7, the equation

dν

dν◦T = λ−1eφ implies that L∗
φ

ν = λν in the sense that ν(λ−1Lφ f ) = ν( f ) for all
positive continuous functions f .

We claim that there exists a constant M > 1 s.t. Zn(φ ,a) = M±1(Ln
φ

1[a])(x) for
all n ∈ N and x ∈ [a]. To see this we first observe by induction that

(Ln
φ 1[a])(x) = ∑

T ny=x
eφn(y)1[a](y).



46 2 DLR measures, Conformal measures, and their properties

Let ϑ : {y ∈ [a] : T ny = x} → {z ∈ [a] : T nz = z} denote the map which associates
to (y0, . . . ,yn−1,x∞

0 ) the periodic point with period (y0, . . . ,yn−1). This is a bijection
and for every y, ϑ(y) and y agree on the first n+1 coordinates (because x0 = y0 = a).
Since φ has the Walters property, |φn(y)− φn(z)| ≤ supn≥1 varn+1φn =: M with M
finite. It follows that

Zn(φ ,a) = ∑
T nz=z

eφn(z)1[a](z) = M±1
∑

T ny=x
eφn(ϑ(y))1[a](y) = M±1(Ln

φ 1[a])(x). (2.12)

Choose a ∈ S s.t. ν [a] 6= 0, and average both sides of the inequality Zn(φ ,a) ≤
MLn

φ
1[a](x) on [a]. The result is

Zn(φ ,a)≤M
(

1
ν [a]

∫
1[a]L

n
φ 1[a]dν

)
≤ Mλ n

ν [a]

∫
λ
−nLn

φ 1[a]dν

=
Mλ n

ν [a]

∫
1[a]dν = Mλ

n (∵ L∗φ ν = λν).

It follows that limsup 1
n logZn(φ ,a)≤ logλ < ∞.

∑λ−nZn(φ ,a) = ∞ because of the the conservativity of ν and theorem 2.2.

Proof of sufficiency. Let λ := exp[limsup
n→∞

1
n logZn(φ ,a)]. We assume that λ < ∞

and that ∑λ−nZn(φ ,a) diverges, and construct a measure ν s.t. (a) ν is finite on
cylinders, and (b) L∗

φ
ν = λν in the sense that for every bounded continuous function

f , ν [Lφ f ] = λν [ f ]. Such a measure must be conservative, because of Theorem 2.2,
and conformal, because by (2.2) for every f ∈ L1(ν)∫

f λ
−1eφ dν ◦T =

∫
∑
a∈S

1T [a](x)λ
−1eφ(ax) f (ax)dν(x)=

∫
λ
−1Lφ f dν =

∫
f dν ,

whence λ−1eφ = dν

dν◦T .
We construct a solution to L∗

φ
ν = λν using a limiting procedure. To set it up, fix

once and for all a state a ∈ S, a periodic point xa ∈ [a], and define

an :=
n

∑
k=1

λ
−kZk(φ ,a);

ν
b
n :=

1
an

n

∑
k=1

λ
−k

∑
T ky=xa

eφk(y)1[b] (y)δy (b ∈ S).

Equivalently, νb
n is the measure s.t.

∫
f dνb

n = 1
an

n
∑

k=1
λ−k(Lk

φ
( f 1[b]))(xa). Note that

an ↑ ∞ and that νb
n are supported inside [b].

We use the Helly–Prohorov theorem to construct a subsequence (nk)k≥1 s.t.

νb
nk

w∗−−−→
k→∞

νb for all b ∈ S, and show that ν given by ν |[b] := νb satisfies L∗
φ

ν = λν .
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Part 1: The measures νb
n are finite, and 0 < liminf

n→∞
νb

n (X) ≤ limsup
n→∞

νb
n (X) < ∞

for all b ∈ S. (This is the reason why we are working with νb
n rather than with

νn = ∑b∈S νb
n , which could be infinite.)

By definition, νb
n (X) = νb

n [b] = 1
an

∑
n
k=1 λ−k

(
Lk

φ
1[b]

)
(xa), so we need to control

(Lk
φ

1[b])(xa). Construct for constants Cb,n0,C′b,n
′
0 such that for all n > n′0,

C′bZn−n′0
(φ ,a)≤ Ln

φ 1[b](xa) < CbZn+n0 (φ ,a) . (2.13)

We start with the right hand side of (2.13). Since X is topologically transitive, there
exists an admissible word of the form (a,w1, . . . ,wn0−1,b). Set

M := exp
(
sup
n∈N

varn+1φn
)

and C∗b := exp
(

sup
[a,w1,...,wn0−1,b]

|φn0 |
)
.

C∗b and M are finite because φ has the Walters property. For each k, (Lk
φ

1[b])(xa) is the
sum of all possible expressions of the form expφk(b,ξ1, . . . ,ξk−1,a,T xa). Clearly

expφk(b,ξ1, . . . ,ξk−1,a,T xa)≤C∗b expφn0+k(a,w1, . . . ,wn0−1,b,ξ1, . . . ,ξk−1,a,T xa)

≤C∗bM expφn0+k(a,w1, . . . ,wn0−1,b,ξ1, . . . ,ξk−1),

where an over bar over a word indicates the periodic point with this word as a
period. Summing over all possible ξ we obtain the right side of (2.13) with Cb :=
C∗bM. The left had side of (2.13) is proved in a similar way, by fixing an admissible
word (b,u1, . . . ,un′0−1,a) and replacing the terms expφn−n′0

(a,ξ1, . . . ,ξn−n′0−1) in
Zn−n′0

(φ ,a) by the terms expφn(b,u,a,ξ ,xa) in (Ln
φ

1[b])(xa).

By (2.13), for all n > n′0, C′bλ−n′0(an−n′0
/an) ≤ νb

n (X) ≤ Cbλ n0(an+n0/an). To
conclude the proof it is enough to show that an+1/an→ 1. By assumption an→ ∞,
so it is enough to show that |an+1−an| ≤M, equivalently that

λ
−nZn(φ ,a)≤M for all n. (2.14)

Suppose by way of contradiction that Zk(φ ,a)>(1+ε)Mλ k for some k ∈N and
ε > 0. Let Ξk :={ξ ∈Sk−1 : [a,ξ ,a] 6=∅}, then for every `

Zk`(φ ,a)≥ ∑
ξ 1,...,ξ

`
∈Ξk

expφkl(a,ξ1,a,ξ
2
, · · · ,a,ξ

`
)

≥M−`
∑

ξ 1,...,ξ
`
∈Ξk

(
`

∏
i=1

expφk(a,ξi)

)
=
(
M−1Zk(φ ,a)

)` ≥ (1+ ε)`λ k`,

whence limsup 1
n logZn(φ ,a) > λ . But this contradicts the definition of λ . ♦

Part 2 (tightness): ∀b ∀ε > 0 ∃F = Fb,ε compact such that ∀n νb
n (Fc) < ε .
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To construct F , it is useful to identify the set of states S with N and to notice that
for any sequence of natural numbers {ni}i∈N, {x ∈ X : xi ≤ ni (i ∈ N)} is compact.
We construct a sequence {ni}i≥1 which grows so fast that νb

n (X \F) < ε for all n.
It is enough to do this in the special case b = a. To see why, suppose we can find

for every ε a sequence {ni}i≥0 s.t. νa
n{x ∈ X : ∃i(xi > ni)} < ε for all n. Choose

some admissible word of the form (a,w1, . . . ,wn0−1,b) (X is topologically transi-
tive). Increase the ni, if necessary, to ensure that ni ≥ max{a,w1, . . . ,wn0−1} for
all i, and let Iaw : [b] → [a] denote the map Iaw(x) = (a,w,x). Since φ has the
Walters property, there is a constant Cab s.t. for all n, νb

n ≤ Cabνa
n+n0
◦ Iaw. Thus

νb
n{x ∈ X : ∃i(xi > ni+n0)}< Cabε for all n. Since ε is arbitrary, {νb

n}n≥1 is tight.

Henceforth we stick to case b = a, and let νn := νa
n . We also fix ε > 0.

The measures νn are all carried by the set {x ∈ [a] : xn = a infinitely may times}
(because xa contains the symbol a infinitely many times). For every x in this set, let
τi(x) denote the distance between the i-th a and the (i+1)–th a:

1. τ1(x) := min{n≥ 1 : T n(x) ∈ [a]};
2. and by induction τn+1(x) := τ1(T τ1(x)+···+τn(x)x).

Step 1. Stochastic bound for the growth of τi: There exists a sequence of natural
numbers {Ti}i≥0 s.t. the set R(T0,T1,T2, . . .) := {x ∈ [a] : ∀i τi (x)≤ Ti} satisfies

νn [X \R(T0,T1,T2, . . .)] < ε for all n. (2.15)

Proof: Set Λa(k1, . . . ,km) :=
{

x ∈ [a] : ∀ j ≤ m τ j(x) = k j
}

and

Z∗k1,...,km
:= ∑

T k1+···+km x=x

eφk1+···+km (x)1Λa(k1,··· ,km)(x).

Let pa denote the period of xa (from the definition of νb
n ), and assume that {Ti}i≥1

is an increasing sequence of natural numbers s.t. Ti > pa for all i ≥ 1. Define, as
always, M := supn≥1 varn+1φn.

νn [X \R(T0,T1,T2, . . .)]≤
∞

∑
i=1

νn [τi > Ti] =
∞

∑
i=1

1
an

n

∑
k=1

λ
−k

∑
T ky=xa

y0=a

eφk(y)1[τi>Ti] (y)

=
∞

∑
i=1

1
an

n

∑
k=Ti+1

λ
−k

∑
k1+···+kN=k
ki>Ti , i≤N≤k

 ∑
T ky=xa

y0=a

eφk(y)1[∀ j≤N τ j(y)=k j](y)

 .

Explanation: for any y ∈ T−k{xa}, (y0, . . . ,yk) = (a,w1,a,w2,a, . . . ,a,wN ,a) where
aw j is a word of length k j = τ j(y), w j contains no a’s, and k1 + · · ·+ kN = k. Of
course N ≤ k. If τi(y) > Ti, then necessarily N ≥ i because for all j > N, τ j(y) =
τi−N(xa)≤period of xa ≤min{T1,T2, . . .}.
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Thus νn [X \R(T0,T1,T2, . . .)]≤

≤ M3
∞

∑
i=1

1
an

n

∑
k=Ti+1

λ
−k

∑
k1+···+kN=k
ki>Ti ,N≤k

Z∗k1,...,ki−1
Z∗ki

Z∗ki+1,...,kN

≤ M3
∞

∑
i=1

∞

∑
ki=Ti+1

λ
−kiZ∗ki

1
an

n

∑
k=ki

λ
−(k−ki) ∑

k1+···+kN=k
N≤k

Z∗k1,...,ki−1
Z∗ki+1,...,kN

≤ M5
∞

∑
i=1

∞

∑
ki=Ti+1

λ
−kiZ∗ki

(
1
an

n

∑
k=ki

λ
−(k−ki)Zk−ki (φ ,a)

)

≤ M5
∞

∑
i=1

(
∞

∑
ki=Ti+1

λ
−kiZ∗ki

)
.

We show below that ∑λ−kZ∗k < ∞. Once done, we choose Ti so large that
∑k>Ti λ−kZ∗k < εM−52−i and get ν [X \R(T0,T1,T2, . . .)] < ε .

To see that ∑k≥1 λ−kZ∗k < ∞. , set Zn := Zn(φ ,a), and note that

Zn = ∑
T nx=x

eφn(x)1[a](x) =
n

∑
k=1

∑
T nx=x

eφn(x)1[a](x)1[τ1=k](x)

=
n

∑
k=1

∑
T nx=x

eφk(x)+φn−k(T kx)1[a](x)1[τ1=k](x)

= M±1
n

∑
k=1

∑
T nx=x

eφk(a,x1,...,xk−1)eφn−k(a,xk+1,...,xn−1)1[a](x)1[τ1=k](x)

= M±1
n

∑
k=1

(
∑

[a,x1,...,xk−1,a]6=∅
x1,...,xk−1 6=a

eφk(a,x1,...,xk−1)
)(

∑
[a,y1,...,yk−1,a]6=∅

eφn−k(a,y1,...,yn−k−1)
)

= M±1
(

Z∗n +
n−1

∑
k=1

Z∗k Zn−k

)
.

The result is Zn = M±1(Z∗1Zn−1 +Z∗2Zn−2 + · · ·+Z∗n−1Z1 +Z∗n), an approximate “re-
newal equation” (see §3.1.2 below). We pass to generating functions:

t (x) := 1+
∞

∑
k=1

Zkxk and r (x) :=
∞

∑
k=1

Z∗k xk.

The radius of convergence of t(x) is λ−1. The radius of convergence of r(x) is at
least as large. If we expand r(x)t(x) and compare the result to t(x)−1 then we see
that t (x)−1=M±2r (x) t (x), whence r (x)≤M2 for all 0<x<λ−1. It follows that
r
(
λ−1

)
< ∞, which is the same as saying that ∑λ−kZ∗k < ∞.

Step 2. Stochastic bound for the growth of xi, and the tightness of νn.
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Any x in the support of νn contains infinitely many a’s. These a’s divide
(x0,x1, . . .) into infinitely many segments of lengths τi (i ≥ 1). In the previous step
we bounded the growth of τi outside a set with νn–measure less than ε for all n.
The key to this step is to observe that given that τi < Ti, the size of x j for j in the
i–th gap can be uniformly controlled outside some other set of x’s which has small
νn–measure for all n.

Every sequence of natural numbers {ki}i≥1 define a skeleton

s(k1,k2, . . .) := {x ∈ [a] : ∀i τi (x) = ki} .

Of the uncountably many possible skeletons, only countably many have positive
νn–measure for some n. We call these the “relevant” skeletons.

We construct a compact set F ⊆ [a] such that for every relevant skeleton s{ki},

∀i (ki ≤ Ti) ⇒ ∀n νn (Fc∩ s{ki})≤ ε νn (s{ki}) . (2.16)

This is enough to prove tightness, because (2.16) implies that for every n,

νn (Fc) ≤ νn (Fc∩R(T1,T2, . . .)c)+ ∑
relevant skeletons

s.t. ∀i(ki≤Ti)

νn (Fc∩ s{ki})

≤ ε[1+ sup
n

νn(X)] = O(ε).

The F we construct is of the form F = {x ∈ [a] : ∀i (xi ≤ Ni)} where Ni ∈ N
need to be chosen. Set Θa(k;N) := {x ∈ [a] : τ1(x) = k and ∃1≤ i≤ k (xi > N)} and

Z∗k (N) = ∑
T kx=x

eφk(x)1Θa(k;N)(x)

Obviously, Z∗k (N) ↓ 0 as N ↑ ∞. For every i, we choose Ni in a way such that

1. ∀k ≤ Ti, Z∗k (Ni)≤ ε2−iM−7Z∗k ;
2. N1 < N2 < N3 < · · · ;
3. N1 > all the coordinates of xa (possible, because xa is periodic).

To prove (2.16), fix some relevant skeleton s{ki} such that ∀i(ki ≤ Ni) and
νn (s{ki}) > 0. Fix N = N (n,{ki}) s.t. k1 + . . .+ kN ≥ n, then

νn (Fc∩ s{ki}) ≤
∞

∑
i=1

νn

{
x ∈ s{ki} : ∃ j ∈

[
i−1

∑
m=1

km,
i

∑
m=1

km

)
x j > N j

}
.

We can replace the half open intervals by open intervals, since x j = a < N j at
the edges. We can replace ∑

∞
i=1 by ∑

N
i=1, because for j > k1 + · · ·+ kN ≥ n, if x ∈

supp(νn) then x j appears in xa, whence x j < N1 < N j. We can replace “x j > N j” by
“x j > Ni”, because j > k1 + · · ·+ki−1 ≥ i−1 so N j ≥Ni and the condition “x j > Ni”
is weaker. These modifications give
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νn
(
Fc∩ s{ki}

)
≤

N

∑
i=1

νn
{

x ∈ s{ki} : ∃ j ∈
( i−1

∑
m=1

km,
i

∑
m=1

km
)

x j > Ni
}
.

If x belongs to the set on the right and νn{x} 6= 0, then necessarily

• T kx = xa for some k ≤ n (by the definition of νn);
• k = k1 + · · ·+ k` for some ` (because xk = (xa)0 = a, x ∈ s{ki}, and `≤ N);

• ∃i ≤ ` and j ∈
(

i−1
∑

m=1
km,

i
∑

m=1
km

)
s.t. x j > Ni (i ≤ ` otherwise j ≥ ∑

`
m=1 km = k,

and then x j = (xa) j−k ≤ Ni).

Manipulating as before, we see that

νn (Fc∩ s{ki})≤

≤M3
N

∑
i=1

(
1
an

N

∑
`=i

λ
−(k1+···+k`)Z∗k1,...,ki−1

Z∗ki
(Ni)Z∗ki+1,...,k`

1s{km}m>`
(xa)

)

≤M3
N

∑
i=1

ε

2iM7an

(
N

∑
`=i

λ
−(k1+···+k`)Z∗k1,...,ki−1

Z∗ki
Z∗ki+1,...,k`

1s{km}m>`
(xa)

)

≤M6
N

∑
i=1

ε

2iM7

(
1
an

N

∑
`=1

λ
−(k1+···+k`)Z∗k1,...,k`

1s{km}m>`
(xa)

)
≤ ε νn (s{ki}) .

This proves (2.16). By the discussion at the beginning of the step, this proves that
νn is tight.

Part 3: Construction of ν .

Part 1 and 2 show that the conditions of the Helly–Prohorov theorem hold, there-
fore there exists a subsequence mk such that ∀b ∈ S,

{
νb

mk

}
k≥1

converges weak star

to some limit νb. Let ν = ∑b∈S νb.
We show that L∗

φ
ν = λν . For every cylinder [b] and N ∈ N,

ν
(
1[x0<N]Lφ 1[b]

)
= lim

k→∞

1
amk

mk

∑
j=1

λ
− jL j

φ
(1[x0<N]Lφ 1[b])(xa)

= lim
k→∞

1
amk

mk

∑
j=1

λ
− jL j+1

φ
(1[x1<N]1[b])(xa)

= λ lim
k→∞

1
amk

mk+1

∑
j=2

λ
− jL j

φ
(1[x1<N]1[b])(xa)

= λ lim
k→∞

1
amk

mk

∑
j=1

λ
− jL j

φ
(1[x1<N]1[b])(xa),
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because an → ∞ (by assumption), and λ−mk+1(Lmk+1
φ

(1[x1<N]1[b])(xa) = O(1) (by
(2.13),(2.14)). Thus ν

(
1[x0<N]Lφ 1[b]

)
= λν

(
1[x1<N]1[b]

)
for all N. By the mono-

tone convergence theorem, ν
(
Lφ 1[b]

)
= λν [b]. Since [b] was arbitrary, we have

that L∗
φ

ν = λν . ut

Problems

2.1. Let B denote the Borel sigma algebra of a TMS X , and let σ(xn,xn+1, . . .)
denote the smallest sigma algebra with respect to which x 7→ xk is measurable for
all k ≥ n. Show that σ(xn,xn+1, . . .) = T−nB.

2.2. Suppose ν is a sigma finite Borel measure on a TMS X with set of states S, and
let (ν ◦T )(E) := ∑a∈S ν [T (E ∩ [a])]. Show that

1. ν ◦T is sigma finite.
2. for all non-negative Borel functions f : X→R,

∫
f dν ◦T = ∑a∈S

∫
T [a] f (ax)dν(x).

3. If ν ◦T−1� ν , then ν � ν ◦T .
4. Suppose for every a∈ S and E ⊂ [a] Borel measurable, µ(E) = 0⇔ µ(T [a]) = 0.

Then ν ◦T ∼ ν .

2.3. Show that the map V in the proof of theorem 2.7 is continuous.

2.4. Suppose X is a topologically transitive TMS, and suppose φ : X →R is a func-
tion. Let Lφ denote the Ruelle operator (Lφ f )(x) = ∑Ty=x eφ(y) f (y). Calculate Ln

φ
,

and show that limsup 1
n logZn(φ ,a)≤ logsupX [Lφ 1].

2.5. Suppose µ is a Markov measure with initial distribution (πi) and stochastic
matrix (pi j). Find the transfer operator of µ .

2.6. Suppose T is a non–singular map on (Ω ,F ,µ), and h ≥ 0 is measurable. Ex-
press the transfer operator of hdµ in terms of the transfer operator of ν . In the
special case of a TMS, if the transfer operator of µ is the Ruelle operator of φ , and
the transfer operator of hdµ is the Ruelle operator of ψ , what can you say on φ and
ψ?

2.7. Suppose T is a non-singular conservative map of a sigma finite measure space.
Show that for every f ∈ L1, if T̂ f ≤ f then T̂ f = f .

2.8 (The Hopf Decomposition). Suppose T is a non-singular of a general sigma
finite measure space (Ω ,B,µ). Let f ∈ L1 be a positive function, and set

C := [∑ T̂ k f = ∞] and D := [∑ T̂ k f < ∞].

1. Let E be a measurable subset of C. Show that for a.e. x ∈ E, T n(x) ∈ E for
infinitely many n ∈ N.
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2. Use the following steps to show that D is equal, up to a set of measure zero, to a
union of wandering sets.

a. Suppose A ⊂ D has positive measure. Use the arguments of the proofs of
theorem 2.1 and proposition 2.5 to show that A contains a wandering set of
positive measure.

b. Let X =
⊎

N∈NXN be a decomposition of X into pairwise disjoint sets of finite
measure. Fix N ∈ N and define by induction the following objects:
i. D0 := D∩XN , ε0 := sup{µ(W ) : W ⊂ D0 is wandering}, W0 ⊂ D0 a wan-

dering set of measure at least ε0/2.
ii. Dn+1 := Dn \Wn, εn+1 := sup{µ(W ) : W ⊂ Dn is wandering}, Wn+1 ⊂

Dn+1 a wandering set of measure at least εn+1/2.
Show that D∩XN =

⊎
n≥1 Wn mod µ .

c. Show that D is equal, up to a set of measure zero, to a countable union of
wandering sets.

3. Suppose X = C′]D′ is another decomposition of X with the properties described
in parts 1 and 2. Show that µ(C4C′) = 0 = µ(D4D′).

C and D are called, respectively, the conservative and dissipative parts of X .

2.9. Let X be a topologically transitive TMS, and suppose ν is a non–singular mea-
sure on X s.t. dν

dν◦T > 0 almost everywhere. Show that every cylinder has positive
measure.

2.10. Suppose T is a conservative non-singular map, and let TA be the induced map
on some set of positive finite measure A. Show that if T is ergodic, then TA is ergodic.
(Hint: show that every TA–invariant function on A extends to a T –invariant measure
on A)

2.11 (Uniqueness of ACIM). Suppose T is a non–singular, conservative, and er-
godic map of a sigma finite measure space (Ω ,B,ν). Show that any two acim’s of
ν are proportional, using the following steps:

1. Suppose µ1,µ2 are two ergodic invariant probability measures s.t. µ1� µ2. Show
that µ1 = µ2.

2. Now extend this result to σ–finite invariant measure, by considering the induced
map on some set of finite measure.
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2. Aaronson, J., Denker, M., and Urbański, M.: Ergodic theory for Markov fibred systems and
parabolic rational maps. Trans. Amer. Math. Soc. 337 (1993), no. 2, 495–548.

3. Bowen, R.: Invariant measures for Markov maps of the interval. With an afterword by Roy
L. Adler and additional comments by Caroline Series. Comm. Math. Phys. 69 (1979), no. 1,
1–17.



54 2 DLR measures, Conformal measures, and their properties

4. Dobrusin, R.L.: Description of a random field by means of conditional probabilities and con-
ditions for its regularity. Teor. Verojatnost. i Primenen 13 (1968) 201–229. Engl. Transl.:
Theory of Prob. and Appl. 13 197–223 (1968).

5. Halmos, P.R.: Lectures on ergodic theory. Chelsea Publishing Company (1956), vii+99pp.
6. Hopf, E.: Ergodentheorie. Ergeb. Mat. 5 Springer, Berlin (1937).
7. Kelley, John L.: General topology. Reprint of the 1955 edition [Van Nostrand, Toronto, Ont.].

Graduate Texts in Mathematics, No. 27. Springer-Verlag, New York-Berlin, 1975. xiv+298
pp.

8. Lanford, O. E., III; Ruelle, D.: Observables at infinity and states with short range correlations
in statistical mechanics. Comm. Math. Phys. 13 (1969) 194–215.

9. Petersen, K., and Schmidt, K.: Symmetric Gibbs measures. Trans. Amer. Math. Soc. 349
(1997), no. 7, 2775–2811.

10. Kac, M.: On the notion of recurrence in discrete stochastic processes. Bull. Amer. Math. Soc.
(1947), 1002–1010.

11. Kakutani, S.: Induced measure preserving transformations, Proc. Imperial Acad. Sci. Tokyo
19 (1943), 635–641.

12. Lin, M.: Mixing for Markov operators, Z. Wahrscheinlikeit u.v. Gebiete 19 (1971), 231–243.
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Chapter 3
Thermodynamic limits

In the previous chapter we discussed the Dobrushin–Lanford–Ruelle approach for
making sense of the impossible relation P(configuration) ∝ exp(−β ×Energy) in
the case of an uncountable configuration space. That approach used systems of con-
ditional measures, and led to the definition of a DLR measure.

In this chapter we discuss a different approach to this problem: Approximate the
configuration space by a finite or countable set, define the canonical ensemble there,
and pass to the limit. The resulting measures are called “thermodynamic limits”.

3.1 Thermodynamic Limits

3.1.1 The Definition of a Thermodynamic Limit

Let X be a compact TMS with set of states S, and suppose β > 0 and U : X → R is
continuous. Fix some x ∈ X , and consider the following finite approximation to X :

Xx
n := T−n{x}= {(y0, . . . ,yn−1;x0,x1, . . .) ∈ X : y0, . . . ,yn−1 ∈ S}.

The Gibbs distribution (canonical ensemble) on Xx
n is the measure 1

Zx
n

µx
n , where

µ
x
n := ∑

T ny=x
eφn(y)

δy and Zx
n := µ

x
n(X) = ∑

T ny=x
eφn(y).

As always, φn = φ + φ ◦ T + · · ·+ φ ◦ T n−1, and δy is the point mass measure at
y, defined by δy(E) = 1E(y) for all measurable sets E. Since X is compact, |Xx

n | ≤
|S|n < ∞, so Zx

n is finite, and 1
Zx

n
µx

n is a probability measure.

Definition 3.1 (Thermodynamic Limits for compact TMS). A probability mea-
sure ν on a compact TMS is called a thermodynamic limit for φ = −βU with
boundary condition x ∈ X , if ∃nk ↑ ∞ s.t. 1

Zx
nk

µx
nk

[a]−−−→
k→∞

ν [a] for all cylinders [a].

55
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(Convergence on cylinders can be replaced by weak star convergence, because any
continuous function on a compact TMS can be approximated uniformly by a finite
linear combination of indicators of cylinders.)

In the non–compact case, |S|= ∞, and Zx
n could be infinite. If this happens, then

we cannot normalize µx
n and we have a problem in defining the canonical ensemble.

The requirement that Zx
n = µx

n(X) be finite is too strong for some applications. The
next best thing is to ask for µx

n(F) < ∞ for all finite unions of partition sets. We are
led to the following definition:

Definition 3.2 (Thermodynamic Limits for General TMS). Suppose X is a TMS,
β > 0, and U : X → X is continuous. Assume that µx

n(F) < ∞ for all finite unions
of partition sets F . A probability measure ν is called a thermodynamic limit for
φ = −βU with boundary condition x ∈ X , if ∃nk ↑ ∞ s.t. for every finite union of
partition sets F s.t. ν(F) 6= 0, and for every cylinder [a],

1
Zx

n(F)
µ

x
nk

([a]∩F)−−−→
k→∞

ν([a]|F), where Zx
n(F) := µ

x
n(F) = ∑

T ny=x
eφn(y)1F(y).

Remark 1: It is not difficult to check that in this case, there exists sequence of
constants An(x) s.t. 1

Ank (x) µx
nk

[a]−−−→
k→∞

ν [a] for all cylinders [a] (Problem 3.1).

Remark 2: For the subsequence nk ↑ ∞ above, 1
Ank (x)

∫
f dµx

nk
→
∫

f dν for all uni-
formly continuous f : X → R supported inside a finite union of cylinders.

The sequence µx
n can be written concisely using the Ruelle Operator of φ : X→R

(Lφ f )(x) = ∑
Ty=x

eφ(y) f (y).

The following holds (Problem 3.2):

(Ln
φ f )(x) = ∑

T ny=x
eφn(y) f (y); (3.1)

µ
x
n [a] = (Ln

φ 1[a])(x); (3.2)
Zx

n(F) = (Ln
φ 1F)(x). (3.3)

Thus the thermodynamic limits of φ can be studied by analyzing Ln
φ

as n→ ∞.

3.1.2 A Special Case: Countable Markov Chains

It is instructive to start by considering the following special case:

(a)X is a topologically mixing TMS with set of states S and transition matrix (ti j);
(b)φ(x) = f (x0,x1) for some function f ;
(c)Lφ 1 = 1.
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In this case the problem can be solved using the theory of Markov chains as
follows. Define a matrix P = (pab)S×S by

pab =

{
exp f (b,a) tba = 1,

0 tba = 0.

Note that we have inverted the order of the indices. P is a stochastic matrix, because
∑b pab = ∑b:tba=1 e f (b,a) = (Lφ 1)(a,∗,∗, . . .) = 1. Since we have inverted the order
of indices, the directed graph associated to P is the the directed graph associated
with X with the direction of the edges inverted.

The Markov chain started at state a is the stochastic process {Xn}n≥0, Xn : X→ S,
Xn(x) := xn, together with the probability measure Pa given on cylinders by

Pa[ξ0, . . . ,ξn−1] = δaξ0
pξ0ξ1

pξ1ξ2
· . . . · pξn−2ξn−1

.

Here δi j equals one when i = j and zero otherwise. Of course Pa[a] = 1.
The powers of Lφ are related to the powers of P as follows: If Pn =: (p(n)

ab )S×S,
xa ∈ [a], and [b] = [b0, . . . ,bm−1], then

(Ln+m
φ

1[b])(xa) = ∑
(b0,...,bm−1,ξn−1,...,ξ1,a)

admissible

eφ(b0,b1) · · ·eφ(bm−2,bm−1)×

× eφ(bm−1,ξn−1)eφ(ξn−1,ξn−2) · · ·eφ(ξ2,ξ1)eφ(ξ1,a)

= ∑
(bm−1,ξn−1,...,ξ1,a)

admissible

paξ1
· · · pξn−1bm−1

· pbm−1bm−2 · · · pb1b0

= p(n)
abm−1

· pbm−1bm−2 · · · pb1b0 ,

where we have used the identity p(n)
ab = ∑η1,...,ηn−1∈S paη1 pη1η2 · · · pηn−1b.

We see that (Ln+m
φ

1[b])(xa) = p(n)
abm−1

pbm−1bm−2 · · · pb1b0 .

If |S| < ∞, then the Perron–Frobenius Theorem says that p(n)
abm−1

−−−→
n→∞

πbm−1 ,

where (πb)b∈S is the unique probability vector s.t. πP = π . In this case we get
that (Ln+m

φ
1[b])(x)→ ν [b], where ν [b0, . . . ,bm−1] = πbm−1 pbm−1bm−2 · · · pb1,b0 is the

Markov measure of (P,π) “ran backwords”.
If |S|= ∞, then the asymptotic behavior of p(n)

ab depends on whether P is positive
recurrent, null recurrent, or transient. We recall what this means.

The taboo probabilities for states are defined by

c p(n)
ab := ∑

ξ1,...,ξn−1 6=c
paξ1

pξ1ξ2
· · · pξn−1b (a,b,c ∈ S).

This is the probability that the Markov chain started at a will reach b after n–steps,
without having passed through c (after leaving a and before arriving to b). In the
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special case a = b = c we have the following useful interpretations:

p(n)
aa = The probability that the Markov chain started at a will return to a

after n steps

a p(n)
aa = The probability that the Markov chain started at a will return to a

for the first time after n steps
∞

∑
n=1

a p(n)
aa = The probability that the Markov chain started at a will return to a;

∞

∑
n=1

a p(n)
aa n = The mean time it takes the Markov chain started at a to return to a.

Proposition 3.1. ∑ p(n)
aa = ∞ ⇔ ∑ a p(n)

aa = 1. Thus ∑ p(n)
aa = ∞ iff a.e. path which

starts at a eventually returns to a.

Proof. Write un := p(n)
aa , u0 := 1 and fn :=a p(n)

aa , f0 := 0. The following holds:

u0 = 1 and un = fnu0 + fn−1u1 + fn−2u2 + · · ·+ f1un−1. (3.4)

To see this decompose the event “return to a after n steps” into the disjoint events
“return to a for the first time after k steps, and then return to a again after n− k
steps”.

Let U(x) := 1+∑n≥1 unxn, F(x) := ∑n≥1 fnxn. The renewal equation implies that
U(x)F(x) = U(x)−1, whence U(x) = 1/1−F(x). Thus

1+
∞

∑
n=1

un = lim
x→1−

U(x) =

{
∞ F(1) = 1

1
1−F(1) F(1) < 1.

The proposition follows from this and the interpretation of F(1) = ∑a p(n)
aa as the

probability of returning to a from a at least once. ut

Terminology: Equation (3.4) is called the renewal equation. A sequence {un}n≥0
which satisfied (3.4) with fn ≥ 0 is called a renewal sequence.

Definition 3.3. Suppose P = (pab)S×S is a stochastic matrix.

1. A state a is called positive recurrent (“PR”), if ∑ p(n)
aa = ∞ and ∑ a p(n)

aa n < ∞;
2. A state a is called null recurrent (“NR”), if ∑ p(n)

aa = ∞ and ∑ a p(n)
aa n = ∞;

3. A state a is called transient (“T”), if ∑ p(n)
aa < ∞.

In other words, a is PR if the Markov chain started at a returns to a with probability
one and finite expected first return time; It is NR if the chain returns to a with
probability one but with infinite expected return time; And it is T if there is positive
probability that the chain will never return to a.
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A state which is positive recurrent or null recurrent is called recurrent. If a is
recurrent, let

µa := ∑a p(n)
aa n ∈ [0,∞]

denote the expectation of the first return time. A stochastic matrix is called irre-
ducible aperiodic if its associated TMS is topologically mixing.

Theorem 3.1 (Kolmogorov). Let P = (pi j)S×S be an irreducible aperiodic stochas-
tic matrix.

1. If one state is PR then all states are PR, and lim
n→∞

p(n)
i j = 1

µ j
6= 0;

2. If one state is NR, then all states are NR, and lim
n→∞

p(n)
i j = 1

µ j
= 0;

3. If one state is T state, then all states are T, and lim
n→∞

p(n)
i j = 0 (trivially).

We deduce this from the following important theorem of Erdös, Feller, and Pollard:1

Theorem 3.2 (Renewal Theorem). Suppose un and fn satisfy the renewal equation
(3.4). If fn ≥ 0, ∑ fn = 1 and gcd{n : un 6= 0}= 1, then un −−−→

n→∞
1/∑n fn.

Proof. 2 The renewal equation says that u0 = 1 and un = ∑
n
k=1 fkun−k for n ≥ 1. It

is easy to see by induction that un ∈ [0,1] for all n. Choose a subsequence nk ↑ ∞

s.t. unk → L0 := limsupun. Using Cantor’s diagonal argument it is no problem to
choose nk so that for every m ∈ Z,

unk+m −−−→
k→∞

Lm for some Lm ∈ [0,1].

Step 1. Lm = L0 = limsup
n→∞

un for all m ∈ Z.

We prove this in the special case when fn 6= 0 for all n, and delegate the general
case gcd{n : fn 6= 0}= 1 to the exercises (Problem 3.4).

For all k, unk = ∑
nk
j=1 f junk− j. In the limit k→∞, we obtain L0 = ∑

∞
j=1 f jL− j. By

definition, L− j ≤ limsupun ≡ L0, so we get

L0 =
∞

∑
j=1

f jL− j ≤
∞

∑
j=1

f jL0 = L0.

It follows that L− j = L0 for all j s.t. f j 6= 0. In other words, L− j = L0 for all j ≥ 0.
Now consider the identity unk+1 = ∑

nk+1
j=1 f junk+1− j. Passing to the limit as before,

we get L1 = ∑
∞
j=1 f jL1− j = ∑

∞
j=1 f jL0 = L0. Thus L1 = L0. The same argument for

unk+2 gives that L2 = L0. By induction, L j = L0 for all j ≥ 0, whence for all j. ♦

Step 2. L0 = 1/∑n fn.

Set Fj := ∑i> j fi, we claim that for all n

1 This approach to Kolmogorov’s theorem is due to K.-L. Chung.
2 We follow Feller’s book [5].
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unF0 +un−1F1 + · · ·+u1Fn−1 +u0Fn = 1. (3.5)

To see this sum the identities f1uk−1+ f2uk−2+· · ·+ fk−1u1+ fk =uk over 1≤ k≤ n:

f1un−1 +( f1 + f2)un−2 + · · ·+( f1 + · · ·+ fn−1)u1 +( f1 + · · ·+ fn) = (un + · · ·+u1).

Moving all the ui’s to the right hand side, we find (since 1−( f1 + · · ·+ f j) = Fj) that
1−Fn = unF0 +un−1F1 + · · ·+u1Fn−1. This is equivalent to (3.5), because u0 = 1.

We now apply (3.5) in the particular case n = nk: ∑
nk
j=0 Fjunk− j = 1. We want to

pass to the limit k→ ∞. Since unk− j→ L− j = L0 (step 2),

1. either ∑Fj = ∞, and then we must have L0 = 0 (otherwise the limit of the left
hand side in ∑

nk
j=0 Fjunk− j = 1 is infinite);

2. or ∑Fj < ∞, and then we get the identity ∑FjL0 = 1, whence L0 = 1/∑Fj.

It is easy to see that ∑Fj = ∑n fn, so L0 = 1/∑n fn. ♦

Step 3. un −−−→
n→∞

L0.

If ∑n fn = ∞, then L0 = 1/∑n fn = 0 and un→ 0 (a non–negative sequence whose
limsup is zero, converges to zero). Suppose that ∑n fn < ∞, and assume by way of
contradiction that ∃mk ↑ ∞ s.t. umk → L 6= L0. Since L0 = limsupun, L < L0.

Fix ε > 0 and let N(ε) be so large that for all n ≥ N(ε), un ≤ L0 + ε . Given `,
choose K(ε, `) s.t. for all k > K(ε, `), mk ≥ N(ε)+ `, then (3.5) implies that

1 = F0umk +(F1umk−1 + · · ·+ F̀ umk−`)+(F̀ +1umk−`−1 + · · ·+Fmk u0)

≤ F0umk +(F1 + · · ·+ F̀ )(L0 + ε)+
∞

∑
j=`+1

Fj.

As `→ ∞, umk → L and (F1 + · · ·+ F̀ )→ ∑ j≥0 Fj−1 = ∑n fn−1 = L−1
0 −1, so

1≤ L+
(

1
L0
−1
)

(L0 + ε).

But this inequality cannot hold for all ε > 0, because the limit of the right hand side
as ε → 0+ is 1+(L−L0) < 1. ut

Proof of Kolmogorov’s Theorem (K.-L. Chung). Recall from the proof of propo-
sition 3.1 that un = p(n)

aa is the renewal sequence with fn =a p(n)
aa .

By the renewal theorem, if a state is PR then p(n)
aa −−−→

n→∞
1/µa 6= 0, and if it is NR

then p(n)
aa −−−→

n→∞
1/µa = 0. It clear that if a state is transient, then p(n)

aa −−−→
n→∞

0.

Step 1. Either all states are PR, or all states are NR, or all states are T. (In Markov
chain theory, such a statement is called a “solidarity theorem”.)

Suppose a is PR, and let b be some other state. It is easy to see, using the irre-
ducibility of P, that there are constants C1,C2,k1,k2 (which depend on a,b) s.t.
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C1 p(n−k1)
bb ≤ p(n)

aa ≤C2 p(n+k2)
bb for all n.

Since p(n)
aa 6→ 0, p(n)

bb 6→ 0, so b is PR. Thus, if one state is PR, all states are PR.

Suppose a is NR, and let b be some other state. Since a is NR, ∑ p(n)
aa = ∞ and

p(n)
aa → 0. Using the same method as above, we see that ∑ p(n)

bb = ∞ and p(n)
bb → 0.

The divergence of ∑ p(n)
bb means that b is PR or NR. The convergence of p(n)

bb to zero
means that b is not PR. So b is NR. Thus, if one state is NR, all states are NR.

It follows that if one state is T, then all states are T. ♦

Step 2. Calculation of lim
n→∞

p(n)
i j .

At the beginning of the proof we saw that if i = j, then the limit is 1/µ j in the
PR case, and zero otherwise. Suppose i 6= j.

Assume first that all states are PR. For the Markov chain started at i, the event
“arriving to j in n steps” is the disjoint union of the events “arriving to j for the first
time at time k, then returning to j after additional n− k steps”, thus

p(n)
i j =

n

∑
k=1

j p
(k)
i j p(n−k)

j j =
bn/2c−1

∑
k=1

+
n

∑
k=bn/2c

=
bn/2c−1

∑
k=1

j p
(k)
i j [ 1

µ j
+o(1)]+O

(
∞

∑
k=bn/2c

j p
(k)
i j

)
, because j is PR

=
bn/2c−1

∑
k=1

j p
(k)
i j [ 1

µ j
+o(1)]+o(1), because ∑ j p

(k)
i j = Pi[arriving to j] < ∞

=
1
µ j

bn/2c−1

∑
k=1

j p
(k)
i j +o

(
bn/2c−1

∑
k=1

j p
(k)
i j

)
+o(1)

=
1
µ j

bn/2c−1

∑
k=1

j p
(k)
i j +o(1)−−−→

n→∞

1
µ j

.

Next suppose that all states are NR or T, then p(n)
j j → 0. The same calculation,

with 1
µ j

replaced by zero, shows that p(n)
i j → 0. �

Returning to Lφ we see that PG(φ) = lim 1
n logLn

φ
1[a] = lim 1

n log p(n)
aa ≤ 0. In the

positive recurrent or null recurrent cases ∑ p(n)
aa = ∞, so PG(φ) = 0. If P is positive

recurrent, then (λ−nLn
φ

1[b])(x) converges for all x to a positive limit which only
depends on [b]. If P is null recurrent then (λ−nLn

φ
1[b])(x)→ 0. We do not know

what happens in the transient case.
We also see that the null recurrent and transient cases are only possible when

|S| = ∞. In the compact case, p(n)
aa converges to a positive limit by the Perron–

Frobenius theorem, so P must be positive recurrent.
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We end this section with a famous example of null recurrence and transience.
Let e1, . . . ,ed denote the standard basis of Rd , and define the stochastic matrix P =
(pu,v)Zd×Zd by

pu,v =

{
(2d)−1 v = u+ ei for some i
0 otherwise.

The Markov chain started at 0 ∈ Zd with stochastic matrix Q is called the simple
random walk on Zd , because it describes a “walk” on Zd which starts at the origin
and proceeds by independent random steps with possible values ±e1, . . . ,±ed , each
taken with the same probability.

Theorem 3.3 (Polya). The simple random walk on Zd is null recurrent for d = 1,2
and transient for d ≥ 2.

Proof. We will determine the asymptotic behavior of p(2n)
0,0 (the probability of re-

turning to zero at time 2n). We work with even times because the simple random
walk cannot return to zero at odd times.

The first step is to realize that

p(2n)
0,0 = P[X1 + · · ·+X2n = 0]

where Xi, called the “jumps of the random walk”, are identically distributed in-
dependent random variables which take the values ±e1, . . .± ed with probability
(2d)−1.

Next we use a trick of Stone, and write the following identity for the Kronecker
delta function: δ0,η = 1

(2π)d

∫
[−π,π]d ei〈ξ ,η〉dξ , where dξ is the Lebesgue measure on

Rd . We have

p(2n)
0,0 = E[1[X1+···+X2n=0]] = E

(
1

(2π)d

∫
[−π,π]d

ei〈ξ ,X1+···+X2n〉dξ

)
=

1
(2π)d

∫
[−π,π]d

E
(

ei〈ξ ,X1+···+X2n〉
)

dξ (Fubini)

=
1

(2π)d

∫
[−π,π]d

E
(

ei〈ξ ,X1〉
)2n

dξ (Xi are independent, identically distributed)

=
1

(2π)d

∫
[−π,π]d

(
1
d

d

∑
j=1

cosξ j

)2n

dξ (check!).

The integrand is bounded by 1 and tends to zero almost everywhere. By the
bounded convergence theorem, p(2n)

0,0 → 0, so the random walk is either null recur-
rent, or transient.

To determine whether it is NR or T we have to see whether ∑ p(2n)
0,0 diverges

or not. By the monotone convergence theorem, this amounts to determining the
convergence properties of the integral
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∫
[−π,π]d

∞

∑
n=0

(
1
d

d

∑
j=1

cosξ j

)2n

dξ =
∫

[−π,π]d

dξ

1−
(

1
d ∑

d
j=1 cosξ j

)2 .

There are three singularities, at ξ0 = (0, . . . ,0),(π, . . . ,π), and (−π, . . . ,−π).
Taylor’s expansion reveals the singularity to be of the form [d + o(1)]‖ξ − ξ0‖−2.
The integral on a ball of radius ε centered at ξ 0 can be written using a spherical
shell decomposition as

(The surface area of the unit sphere in Rd)×
∫

ε

0

1
r2 rd−1dr.

This is infinite for d = 1,2, and finite for d ≥ 3.
The conclusion is that if d = 1,2 then ∑ p(2n)

0,0 = ∞ and the random walk is null

recurrent, and that if d ≥ 3 then ∑ p(2n)
0,0 < ∞, and the random walk is transient. ut

To get an example of a null recurrent or transient potential on a topologically
mixing TMS, let X denote the TMS with set of states S = Zd and transition matrix
A = (tu,v)Zd×Zd , where tu,v = 1⇔ v = u, or v = u± ei for some i = 1, . . . ,d, and

take φ(x) = log p(2)
x0,x1 where (pu,v)Zd×Zd is as above. (This matrix is symmetric, so

there is no need to invert the order of the indices.)

3.1.3 The Gurevich pressure

Our aim is to find the asymptotic behavior of Ln
φ

for general potentials φ(x). We will
model the analysis on the theory of countable Markov chains sketched in the previ-
ous section, but there are differences. The most obvious of these is that in general
one should expect Ln

φ
f to grow or decrease exponentially. To see why, observe that

for every constant c, Ln
φ+c f = encLn

φ
.

Thus the first thing to do is to determine the exponential rate of growth of Ln
φ

and
“neutralize” it by subtracting a suitable constant from φ .

Proposition 3.2. Suppose X is a topologically mixing TMS, and suppose φ : X →R
has the Walters property. For every state a, let Zn(φ ,a) := ∑T nx=x eφn(x)1[a](x).

1. PG(φ) := lim
n→∞

1
n logZn(φ ,a) exists for all a ∈ S, and is independent of a.

2. −∞ < PG(φ)≤ ∞. If ‖Lφ 1‖∞ < ∞, then PG(φ) < ∞.
3. For every bounded continuous function f which is (a) non-negative, (b) not iden-

tically equal to zero, and (c) supported inside a finite union of cylinders,

lim
n→∞

1
n

log(Ln
φ f )(x) = PG(φ) for all x ∈ X .

4. If PG(φ) < ∞, then Ln
φ

1[a] is finite for all n and [a].
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Terminology: PG(φ) is called the Gurevich pressure of φ . It plays a central role
in the theory of equilibrium measures. We will study its properties in detail in the
following chapters.

Proof of Proposition 3.2. Fix a ∈ S. Since X is topologically mixing, there exists
some n0 = n0(a) s.t. a n−→ a for all n≥ n0. We have: Zn(φ ,a) > 0 for all n≥ n0.

Define for n ≥ n0, ζn := logZn(φ ,a). If x is an n–periodic point in [a], and y is
an m–periodic point in [a], then the periods of x,y can be joined to form an (n+m)–
periodic point in [a]. Using this construction and the Walters property of φ , it is easy
to check that {ζn}n≥n0

is almost super-additive, in the sense that for some positive
constant c, and all m,n≥ n0

ζn+m ≥ ζn +ζm− c.

Thus either ζn = ∞ for all n≥ 2n0, or −∞ < ζn < ∞ for all n≥ n0. In the first case
ζn/n→ ∞ (trivially). Suppose the second.

Fix m > n0. Any n > m can be written in the form n = qnm+ rn, 0≤ rn ≤ m−1.
Since {ζk}k≥n0 is almost super additive, if we fix m and send n→ ∞, then

ζn

n
≥ (qn−1)ζm +ζm+rn −qnc

qnm+ rn
≥ (qn−1)ζm +O(1)

(qn +1)m
−−−→
n→∞

ζm

m
.

Thus liminf(ζn/n)≥ sup{ζm/m : m≥ n0} ≥ limsup(ζn/n), and ζn/n converges.

The limit is independent of the choice of a, because for any two states a,b there
are constants C1,C2,k1,k2 s.t. C1Zn−k1(φ ,a) ≤ Zn(φ ,b) ≤ C2Zn+k2(φ ,a) for all n
(c.f. the proof of Theorem 2.2).

The limit is never −∞ because if x ∈ [a] and T n0(x) = x, then Zkn0(φ ,a) ≥
expφkn0(x) = exp[kφn0(x)], so PG(φ)≥ φn0(x)/n0 >−∞.

The operator Lφ is positive, so ‖Lφ f‖∞ ≤ ‖Lφ 1‖∞‖ f‖∞. Thus

Zn(φ ,a)≤ ‖Ln
φ 1‖∞ ≤ ‖Lφ 1‖n

∞.

If ‖Lφ 1‖∞ < ∞, then PG(φ)≤ log‖Lφ 1‖∞ < ∞.

Suppose [a0, . . . ,aN−1] is a non–empty cylinder and b is a state. It is easy to
see, using the topological mixing of X and the Walters property of X that there are
constants C1,C1 and k1,k2 such that for all n > k and every x ∈ [b],

C1Zn−k1(φ ,aN−1)≤ (Ln
φ 1[a])(x)≤C2Zn+k2(φ ,a0). (3.6)

It follows that 1
n logLn

φ
1 −−−→

n→∞
PG(φ) on [b]. Since [b] was arbitrary, the limit holds

on X .
Any non-negative, non–identically zero, bounded continuous function f whose

support lies inside finitely many cylinders can be sandwiched between a function of
the form ε1[a] and a function of the form M ∑b∈F 1[b] with F ⊆ S finite. It follows
that 1

n logLn
φ

f −−−→
n→∞

PG(φ).
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Finally, (3.6) says that if Ln
φ

1[a] = ∞ for some x, then ZN(φ ,a0) = ∞ for some N.
This implies, as before, that ZkN(φ ,a0) = ∞ for all k, and PG(φ) = ∞. �

3.1.4 Modes of Recurrence and the Generalized Ruelle’s
Perron–Frobenius Theorem

We now ask for the asymptotic behavior of λ−nLn
φ

, where λ = expPG(φ). Our aim
is to establish a picture similar to that available for countable Markov chains, as
presented in §3.1.2. The trick is to find combinatorial sums which make sense for
general φ , and behave like p(n)

aa and a p(n)
aa when φ = f (x0,x1). Here they are: given

a state a, let

• ϕa(x) := 1[a](x) inf{n≥ 1 : T n(x) ∈ [a]} (first return time);
• Z∗n(φ ,a) := ∑T nx=x eφn(x)1[ϕa=n](x);
• Zn(φ ,a) := ∑T nx=x eφn(x)1[a](x);
• λ := expPG(φ) = lim[Zn(φ ,a)]1/n.

We treat λ−nZn(φ ,a) as p(n)
aa and λ−nZ∗n(φ ,a) as a p(n)

aa , and define

Definition 3.4 (Modes of Recurrence). Suppose X is a topologically mixing TMS,
φ : X → R has summable variations, and PG(φ) < ∞. Fix some state a, then

1. φ is called recurrent, if ∑λ−nZn(φ ,a) = ∞ and transient , if ∑λ−nZn(φ ,a) < ∞;
2. φ is called positive recurrent, if it is recurrent and ∑nλ−nZ∗n(φ ,a) < ∞;
3. φ is called null recurrent, if it is recurrent and ∑nλ−nZ∗n(φ ,a) = ∞.

We sometime abbreviate and write R, T, PR, NR for recurrence, transience etc.

We shall see below that these properties are independent of the choice of state a.

Remark 1: If P = (pi j) is a stochastic matrix, then P is PR (resp. NR) iff φ :=
log px1x0 is PR (resp. NR). This is also the case for transient stochastic matrices,

provided their spectral radius ρ := limsup
n
√

p(n)
aa equals one. If the spectral radius

is less than one, then a transient stochastic matrix could lead to a PR or NR potential
(which is good, because these modes of recurrence are much better understood).

Remark 2: We have already met the condition of “recurrence” as a necessary and
sufficient condition for the conservativity of a φ–conformal measure (Theorem 2.2).

Theorem 3.4 (Generalized Ruelle’s Perron–Frobenius Theorem). Let X be a
topologically mixing TMS, and φ : X →R a function with summable variations and
finite Gurevich pressure.

1. φ is positive recurrent iff there are a λ > 0, a positive continuous function
h, and a conservative measure ν which is finite on cylinders, s.t. Lφ h = λh,
L∗

φ
ν = λν , and

∫
hdν = 1. In this case λ = expPG(φ), and for every cylinder

[a], λ−nLn
φ

1[a] −−−→n→∞
hν [a]/

∫
hdν uniformly on compacts.
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2. φ is null recurrent iff there are a λ > 0, a positive continuous function h, and a
conservative measure ν which is finite on cylinders, s.t. Lφ h=λh, L∗

φ
ν =λν , and∫

hdν=∞. In this case λ = expPG(φ), and for every cylinder [a], λ−nLn
φ

1[a]−−−→n→∞

0 uniformly on compacts.
3. φ is transient iff there are no conservative measures ν which are finite on cylin-

ders s.t. L∗
φ

ν = λν for some λ > 0.

If X is compact, then φ is positive recurrent.

Remark 1: The theorem holds if “summable variations” is replaced by the Walters
property.

Remark 2: As we shall prove later, the following limit theorem holds in the null
recurrent case: Let an := (

∫
[a] hdν)−1

∑
n
k=1 λ−kZk(φ ,a), then for all cylinders [a],

1
an

∑
n
k=1 λ−kLk

φ
1[a] −−−→n→∞

hν [a] uniformly on compacts.

Corollary 3.1 (Solidarity of States). The modes of recurrence are independent of
the choice of the state a used to define them.

Corollary 3.2 (Ruelle’s Perron-Frobenius Theorem). Suppose X is a compact
topologically mixing TMS and φ : X →R has summable variations, then there exist
λ > 0, h positive continuous, and ν a positive probability measure s.t. Lφ h = λh,
L∗

φ
ν = λν ,

∫
hdν = 1, and s.t.

λ
−nLn

φ f −−−→
n→∞

h
∫

f dν uniformly

for all continuous functions f : X → R.

Corollary 3.3. Suppose X is a topologically mixing TMS, and φ has summable vari-
ations and finite Gurevich pressure. If φ is positive recurrent, then φ has a unique
thermodynamic limit, and this limit is a DLR measure for φ .

3.2 Proof of the GRPF Theorem

Throughout this section, let X be a topologically mixing TMS with set of states S and
transition matrix A= (tab)S×S, and let φ : X→R be some function with the Walters
property (e.g. a function with summable variations). We assume that PG(φ) < ∞.

3.2.1 Eigenmeasures and Eigenfunctions

Proposition 3.3. φ is recurrent iff there exists a conservative measure ν which is
finite on cylinders such that for some λ > 0, L∗

φ
ν = λν . In this case λ = expPG(φ),

and ν gives any cylinder positive measure.
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Proof. (⇒): If φ is recurrent, then Theorem 2.9 says that there is a conservative
measure ν s.t. dν

dν◦T = λ−1 expφ . This measure satisfies L∗
φ

ν = λν .
To see (⇐), suppose L∗

φ
ν = λν for some conservative measure ν which is finite

on cylinders. We claim that λ = expPG(φ). The transfer operator of ν is λ−1Lφ :∫
ϕλ
−1Lφ ψdν =

∫
λ
−1Lφ (ϕ ◦T ψ)dν =

∫
ϕ ◦T ψdν

for all ϕ,ψ indicators of cylinders, whence for all ϕ ∈ L∞ and ψ ∈ L1. It follows
that dν

dν◦T = λ−1eφ . By Theorem 2.2, ∑λ−nZn(φ ,a) = ∞. As a result λ ≤ ePG(φ),
because the radius of convergence of the series ∑k≥1 Zk (φ ,b0)xk is e−PG(φ).

On the other hand, since ν is finite on cylinders and M :=expsupn varn+1φn < ∞,
Zn(φ ,a)≤M(Ln

φ
1[a])(y) for all y ∈ [a]. Integrating both sides of the inequality over

[a], we see that Zn(φ ,a)ν [a]≤Mλ nν [a], whence (assuming w.l.o.g. that ν [a] 6= 0)

λ
−nZn(φ ,a) = O(1). (3.7)

It follows that λ ≥ expPG(φ).
Thus λ = expPG(φ). But dν

dν◦T = λ−1 expφ , and ν is conservative, so Theorem
2.2 says that ∑e−nPG(φ)Zn(φ ,a) = ∞. This means that φ is recurrent. ut

Proposition 3.4. If φ is recurrent, and ν is as in the previous proposition then there
exists a positive continuous function h s.t.

1. Lφ h = ePG(φ)h;
2. vark[logh]≤ supn[varn+kφn]≤ ∑`≥k+1 var`φ ;
3. logh is uniformly continuous, and var1[logh] < ∞.

Proof. Let λ := expPG(φ), and fix some state a. Since φ is recurrent,

an :=
n

∑
k=1

λ
−kZn(φ ,a)−−−→

n→∞
∞.

By (3.7), |an+1− an| = O(1). Let fN := (1/aN)∑
N
k=1 λ−kLk

φ
1[a]. We show that fN

has a subsequence which converges uniformly on compacts to a non–zero limit.
This will be h.

We need the following observation (Problem 3.6): For any two states a,b and any
cylinder [c], there are constants C1,C2,k1,k2,N s.t. for all xb ∈ [b] and n≥ N,

C1Zn−k1(φ ,a)≤ (Ln
φ 1[c])(xb)≤C2Zn+k2(φ ,a). (3.8)

It follows that for every state b, there exists Nb ∈ N such that {log fN}N≥Nb is uni-
formly bounded on [b].

It is also easy to see that, using the Walters property of φ , that vark[log fN ] ≤
supn varn+kφn −−−→

k→∞
0, so {log fN}N≥Nb is equicontinuous on [b]. By the Arzela–

Ascoli theorem, { fN}N≥1 has a subsequence which converges uniformly on compact
subsets of [b] to a positive continuous limit.
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Since there are only countably many possible b∈ S, we can obtain a subsequence
Nk ↑ ∞ s.t. fNk −−−→k→∞

h uniformly on compacts in X for some limiting function h.

The limit h must also be bounded away from zero and infinity on partition
sets, and it must satisfy vark[logh] ≤ supn[varn+kφn] ≤ ∑

∞
j=k+1 varkφ . In particular

var1[logh] < ∞.
We show that Lφ h≤ λh. Choose some increasing sequence of finite sets Sm ⊆ S

s.t. Sm ↑ S, then for every m

λ
−1

∑
Ty=x
y∈Sm

eφ(y)h(y) = lim
k→∞

1
aNk

Nk

∑
n=1

λ
−(n+1)

∑
Ty=x
y∈Sm

eφ(y)Ln
φ 1[a](y) (∵ |Sm|< ∞)

≤ lim
k→∞

1
aNk

Nk

∑
n=1

λ
−(n+1)Ln+1

φ
1[a](x) (∵ Sm ⊆ S)

= lim
k→∞

1
aNk

Nk

∑
n=1

λ
−nLn

φ 1[a](x)+

+ lim
k→∞

1
aNk

(
λ
−(Nk+1)(LNk+1

φ
1[a])(x)−λ

−1(Lφ 1[a])(x)
)

.

The term in the brackets is uniformly bounded on partition sets, because of (3.8)
and (3.7). It follows that λ−1

∑Ty=x
y∈Sm

eφ(y)h(y)≤ h(x) for all m. In the limit m→ ∞,

we obtain λ−1Lφ h≤ h.
We claim that λ−1Lφ h = h. Otherwise, f := h−λ−1Lφ h > ε > 0 on some cylin-

der [a], and we have for all N,

N

∑
k=1

λ
−kLk

φ 1[a] ≤
1
ε

N

∑
k=1

λ
−kLk

φ f ≤ 1
ε

h (telescopic sum).

Passing to the limit N→ ∞ we see that ∑λ−kLk
φ

1[a] < ∞ everywhere. This implies
by (3.8) that ∑λ−kZk(φ ,a) < ∞, in contradiction to the recurrence of φ . ut

Proposition 3.5. Suppose φ is recurrent, and λ ,h and ν are as in the previous
propositions. If φ is PR, then

∫
hdν < ∞, and if φ is NR, then

∫
hdν = ∞.

Proof. Let dm = hdν , then the transfer operator of m is T̂ f = λ−1h−1Lφ (h f )
(check) and m is T –invariant:∫

f ◦T dm =
∫

λ
−1Lφ (h f ◦T )dν (∵ L∗φ ν = λν)

=
∫

f λ
−1Lφ hdν =

∫
f hdν =

∫
f dm.

Recall that ϕa(x) := 1[a](x) inf{n ≥ 1 : T n(x) ∈ [a]}. Since var1h < ∞, h is uni-
formly bounded away from zero and infinity on states. Choose some constant C s.t.
C−1 < h(x) < C on [a], and let M := exp[supn(varn+1φn)] (c.f. lemma 1.1), then
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m[ϕa = N] =
∫

T̂ N1[ϕa=N] dm =
∫

λ
−Nh−1Ln

φ (h1[ϕa=N])dm

= C±2
λ
−N
∫

[a]
LN

φ 1[ϕa=N]dm (∵ LN
φ 1[ϕa=N] is supported in [a])

= C±2M±1
λ
−NZ∗N(φ ,a)m[a].

It follows that λ−NZ∗N(φ ,a) = (C2M)±1m[ϕa = N]/m[a].
Thus ∑nλ−nZ∗n(φ ,a) converges iff

∫
[a] ϕadm < ∞. By the Kac formula, this hap-

pens iff m(X) < ∞. ut

3.2.2 The limit of λ−nLn
φ

Proposition 3.6. Suppose φ is NR and λ = expPG(φ), then λ−nLn
φ

1[a] −→n→∞
0 uni-

formly on partition sets.

Proof. Let h and ν be the eigenfunction and eigenmeasure of Lφ which we con-
structed in the previous section, and set dm = hdν . Recall that m is invariant, and
that every cylinder has positive finite measure.

Since h is bounded away from zero and infinity on partition sets, it is enough to
show that for every a ∈ S, λ−nh−1Ln

φ

(
h1[a]

)
−−−→
n→∞

0 uniformly on partition sets.

Choose finite unions of partition sets Fn, such that Fn ↑ X and 0 < m(Fn) < ∞.
Since φ is null recurrent, m(FN) ↑ m(X) = ∞. Set fN = 1[a]−1FN ·m [a]/m(FN) .

Recall that the transfer operator of m is f 7→ λ−1h−1Lφ (h f ), and define as always
M := exp[supn(varn+1φn)]. For every b ∈ S the usual estimations yield (for ‖ · ‖1 =
‖ · ‖L1(m))∥∥∥1[b]T̂

n1[a]

∥∥∥
∞

≤ M
m [b]

∥∥∥1[b]T̂
n1[a]

∥∥∥
1
≤ M

m [b]

(∥∥∥1[b]T̂
n fN

∥∥∥
1
+

m [a]
m(FN)

∥∥∥1[b]T̂
n1FN

∥∥∥
1

)
≤ M

m [b]

(∥∥∥T̂ n fN

∥∥∥
1
+

m [a]m [b]
m(FN)

)
(∵ m◦T−1 = m).

The measure m is exact, because it is equivalent to ν and ν is a conservative
measure whose log–Jacobian satisfies the Walters property (theorem 2.5). Since∫

fNdm = 0, Lin’s theorem (theorem 2.4) says that
∥∥∥T̂ n fN

∥∥∥
L1(m)

→ 0. This and

m(FN) ↑ ∞ imply that
∥∥∥1[b]T̂ n1[a]

∥∥∥
∞

−→
n→∞

0 as required. ut

Proposition 3.7. Suppose φ is positive recurrent and λ = expPG(φ), and let h,ν
be the eigenfunction and eigenmeasure constructed above. For every cylinder [a],
λ−nLn

φ
1[a] −−−→n→∞

hν [a]/
∫

hdν uniformly on compacts and in L1(ν).
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Proof. Normalize the eigenfunction h so that
∫

hdν = 1. We saw above that dm =
hdν is a shift invariant probability measure. Since m is equivalent to ν , and ν is
exact (Theorem 2.5), m is exact — whence mixing.

Step 1. For every state a, ∃N,C > 1 s.t. C−1 ≤ λ−nZn(φ ,a)≤C for all n≥ N.

Fix a state a, and let T̂ denote the transfer operator of dm = hdν . Recall that this
is the operator T̂ f = λ−1h−1Lφ (h f ).

Since var1h < ∞, h is uniformly bounded away from zero and infinity on [a].
Choose some H > 1 s.t. H−1 ≤ h(x) ≤ H for all x ∈ [a], and denote as always
M := exp[supn≥1 varn+1φn]. For all x,y ∈ [a] and n ∈ N, we have

λ
−n(Ln

φ 1[a])(x) = M±1
λ
−n(Ln

φ 1[a])(y) = M±1H±2(T̂ n1[a])(y)

= (MH2)±1 1
m[a]

∫
[a]

(T̂ n1[a])(y)dm(y) =
(MH2)±1

m[a]
m([a]∩T−n[a]).

But m is mixing, so m([a]∩T−n[a]) −−−→
n→∞

m[a]. Since m[a] 6= 0 (Problem 2.9), we

see that there are constants C,N s.t. C−1 ≤ λ−nLn
φ

1[a] ≤C on [a] for all n≥ N.
We now invoke (3.8) in the particular case [a] = [b] = [c] to see that there are

constants C0,N0 s.t. C−1
0 ≤ λ−nZn(φ ,a)≤C0 on [a] for all n≥ N0. ♦

Step 2. For every state b, ∃Nb s.t. {λ−nLn
φ

1[a]}n≥Nb is equicontinuous and uniformly
bounded away from zero and infinity on [b].

Fix a state b. Equation (3.8) provides constants C1,C2,k1,k2 and Nb s.t.

C1λ
n−k1Zn−k1(φ ,a)≤ λ

−n(Ln
φ 1[a])(x)≤C2λ

n+k2Zn+k2(φ ,a)

for all x ∈ [b] and n≥ Nb. By step 1, λ−n(Ln
φ

1[a])(x) is bounded away from zero and
infinity on [b].

Since φ has the Walters property, it is clear that {log[λ−nLn
φ

1[a]]}n≥Nb is equicon-
tinuous on [b]. For any sequence of positive functions ϕn(x), if sup‖ϕn‖∞ < ∞

and {logϕn}n≥N is equicontinuous, the {ϕn}n≥N is equicontinuous. It follows that
{log[λ−nLn

φ
1[a]]}n≥Nb is equicontinuous on [b]. ♦

Step 3. λ−nLn
φ

1[a] −−−→n→∞
hν [a] pointwise.

Suppose by way of contradiction that ϕn := λ−nLn
φ

1[a] 6→ hν [a] on some point x∗.
By step 2 and the Arzela–Ascoli Theorem, there is a subsequence {ϕnk}k≥1 which
converges uniformly on compacts to a continuous limit ϕ s.t. ϕ(x∗) 6= h(x∗)ν [a].

For every k, ϕnk = λ−nk Lnk
φ

1[a] ≤ C∗h where C∗ = 1/ inf{h(x) : x ∈ [a]}. Since
C∗h is integrable, we have by the dominated convergence theorem that∫

|ϕ−hν [a]| dν = lim
k→∞

∫ ∣∣∣λ−nk Lnk
φ

1[a]−hν [a]
∣∣∣ dν

= lim
k→∞

∫ ∣∣∣T̂ nk
(
h−11[a]−ν [a]

)∣∣∣ dm = 0,
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by Lin’s Theorem and the exactness of m.
We have that ϕ = hν [a] almost everywhere. Since ϕ is continuous, ϕ = hν [a]

everywhere, in particular at x∗. ♦
Since ϕn := λ−nLn

φ
1[a] converges to hν [a] pointwise and {ϕn}n≥1 is equicontin-

uous, ϕn→ hν [a] uniformly on compacts. The convergence also holds in the sense
of L1(ν), because as we saw in the proof of step 3, |ϕn| ≤C∗h and h ∈ L1(ν). ut

3.2.3 Compact TMS and shifts with the BIP Property

Definition 3.5. A TMS with a set of states S and a transition matrix A= (ti j)S×S is
said to have the Big Images and Prepimages (BIP) property if there is a finite set of
states b1, . . . ,bN s.t. ∀a ∈ S ∃1≤ i, j ≤ N s.t. tbiatab j = 1.

For example, any compact TMS has the BIP property (take {b1, . . . ,bN}= S). Non–
compact examples include the full shift. The following result is implicit in the work
of Mauldin & Urbański:

Proposition 3.8. If X has the BIP property, then any φ : X → R with the Walters
property s.t. var1φ < ∞ and PG(φ) < ∞ is positive recurrent.

Proof. 3 Fix some a ∈ S and set λ := ePG(φ). We construct N1 ∈ N, such that

inf
{

λ
−nZn(φ ,a) : n≥ N1

}
> 0 (3.9)

This implies recurrence, and rules out null recurrence, since for every x ∈ [a],
λ−nLn

φ
1[a](x) � λ−nZn(φ ,a) 6= o(1), whereas Proposition 3.6 says that in the NR

case, λ−nLn
φ

1[a]→ 0.
Let Wn := {a ∈ Sn : [a] 6=∅} and set for every a ∈Wn,

φn(a0, . . . ,an−1) := inf{φn(x) : x ∈ [a]} , φn[a0, . . . ,an−1] := sup{φn(x) : x ∈ [a]}.

These numbers are finite, because if we define the constant M0 by

logM0 := sup
n

[varn+1φn]+var1φ ,

then |φn(a)− φ(x)|, |φ [a]− φ(x)| ≤ logM0 for all x ∈ [a]. This also shows that
|φn(w)−φn[w]| ≤ logM0.

Let {b1, . . . ,bN} be the finite set of states given by the BIP property. The topo-
logical mixing of X guarantees the existence of some n1 ∈ N and wabi

,wb ja ∈ Wn1

(1 ≤ i, j ≤ N) such that (a,wabi
,bi) and (b j,wb ja,a) are admissible. We call these

words “bridge words”.
By virtue of the defining property of {b1, . . . ,bN} and the bridge words, for every

n and w ∈Wn there are 1≤ i, j ≤ N s.t.

3 The proof we give is from [9].
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(a,wabi
,bi,w,b j,wb ja,a) ∈Wn+k1+1, where k1 := 2(n1 +2)−1 = 2n1 +3.

Set C := min{eφn1+2(a,wabi
,bi) · eφn1+1(b j ,wb ja)

: i, j = 1, . . . ,N}, then for C1 := Cλ−N1 ,

λ
−(n+N1)Zn+N1(φ ,a)≥C1λ

−n
∑

w∈Wn

eφn(w) ≥ C1

M0
λ
−n

∑
w∈Wn

eφn[w].

If we can show that the last expression is bounded below, then we will have (3.9)
and be done.

Indeed, λ−n
∑w∈Wn eφn[w] ≥ 1 for all n, otherwise ∃n0 such that

λ
−n0 ∑

w∈Wn0

eφn0 [w] < r < 1,

and then for all k λ−kn0Zkn0(φ ,a)≤
(
λ−n0 ∑w∈Wn0

eφn0 [w])k
< rk. But this is impos-

sible, since by the definition of the Gurevich pressure λ−knZkn(φ ,a) does not decay
exponentially fast. ut
Corollary 3.4. Any potential with summable variations on a topologically mixing
compact TMS is positive recurrent.

3.3 Applications

3.3.1 Absolutely Continuous Invariant Densities

We can now prove the following theorem which was mentioned in the previous
chapter:

Theorem 2.6 [Aaronson, Denker, and Urbański] Let X be a topologically mix-
ing TMS, and suppose ν is a conservative non–singular measure which is finite on
cylinders. If the log Jacobian of ν has summable variations, then ν has a continuous
acim which is bounded away from zero and infinity on cylinders.

Proof. Let φ be a continuous version of the log–Jacobian of ν , then the transfer
operator of ν is Lφ (Corollary 2.1) and L∗

φ
ν = ν .

Since ν is conservative, the Generalized Ruelle’s Perron–Frobenius Theorem
says that φ is recurrent with pressure zero. Since φ is recurrent, Lφ has a posi-
tive continuous eigenfunction h. This is an invariant density for ν , because m = hdν

satisfies m(T−1[a]) = m[a] for all cylinders [a]:

m(T−1[a]) =
∫

1[a] ◦T hdν =
∫

1[a]Lφ hdν =
∫

1[a]hdν = m[a].

This invariant density is bounded away from zero and infinity on cylinders, because
as we saw above var1[logh] < ∞. ut
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Theorem 3.5 (“Folklore Theorem”). Suppose f : [0,1]→ [0,1] is a topologically
mixing piecewise expanding Markov map with Markov partition {Ik : k ∈ N}. As-
sume that

1. “Finite images”: { f (Ik) : k ∈ N} is a finite set;
2. “Adler’s condition”: sup | f ′′|/| f ′|2 < ∞.

The f has an integrable Hölder continuous ACIP, and this ACIP is mixing.

3.3.2 Uniqueness of DLR measures

The following result was proved independently by Ruelle and by Dobrushin.

Theorem 3.6. Let X be a compact topologically mixing TMS, and suppose φ :X→R
has the Walters property, then φ has a unique DLR measure, and this measure is the
φ–conformal measure.

Proof. 4 Every φ with summable variations on a compact TMS has finite pressure.
Assume w.l.o.g. that PG(φ) = 0 (otherwise work with φ−PG(φ) and note that every
DLR measure of φ is a DLR measure of φ −PG(φ) and vice verse).

Existence: Theorem 2.7.

Uniqueness: Since X is compact, φ is positive recurrent and there exist h,ν s.t.
L∗

φ
ν = ν , Lφ h = h, and

∫
hdν = 1. The function h is continuous, and X is compact,

so h is bounded below. It follows that ν(X) < ∞. Re–normalizing ν and h (if neces-
sary), we may assume w.l.o.g. that ν(X) = 1. The idea of the proof is to show that
if ν ′ is a DLR measure for φ , then ν ′ = ν .

Let m := hdν . We need the following estimate on m: There exists a constant
C > 1 s.t. for every x ∈ X ,

m[x0, . . . ,xn−1] = C±1eφn(x). (3.10)

To see this use the compactness of X and the continuity of h,φ to find constants
H > 1 s.t. H−1 ≤ h≤ H and M := exp[var1φ + supn≥1 varnφn+1] < ∞, then

m[x0, . . . ,xn−1] = H±1
ν [x0, . . . ,xn−1] = H±1

∫
1[x0,...,xn−1]dν(y)

= H±1
∫

(Ln
φ 1[x0,...,xn−1])(y)dν(y) = (HM)±1eφn(x)m(T [xn−1]).

Since |S| < ∞, m(T [xn−1]) is bounded away from zero and infinity, and (3.10) fol-
lows.

Now let ν ′ be some DLR measure for φ . For every state s ∈ S and n–cylinders
[a], [b] which terminate at s, let ϑb,a : [b]→ [a] be the map (b,x) 7→ (a,x). By Propo-
sition 2.1 and (3.10), for every x ∈ T [s],

4 We follow the proof in [1]
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ν
′[a] =

∫
[b]

dν ′ ◦ϑba

dν ′
dν
′ = M±1eφn(ax)−φn(bx)

ν
′[b] = (CM)±1m[a] · e−φn(bx)

ν
′[b].

Fixing [b] and varying [a], we see that there are constants Kn(s) (s ∈ S) s.t. for every
n–cylinder [a] which terminates in the symbol s,

ν
′[a] = (CM)±1Kn(s)m[a] (x ∈ T [s]). (3.11)

We claim that supn Kn(s) < ∞. Sum the inequalities (3.11) over all N–cylinders
[a] which terminate at s, then

1≥ ν
′(T−n[s])≥ (CM)−2Kn(s)m(T−n[s]) = (CM)−2Kn(s)m[s]

(because m◦T−1 = m). It follows that supn Kn(s)≤ (CM)2 max{1/m[s] : s∈ S}< ∞.
By (3.11), ν ′� m, whence ν ′� ν .
To see that ν ′ = ν , set F := dν ′

dν
, then Fdν = dν ′ is a DLR measure. So is ν

(because it is conformal). It follows that the transformations (ax) 7→ (bx) have the
same Radon Nikodym derivatives w.r.t. ν and Fdν . Equating these derivatives we
see that

F(ax) = F(bx)

for all pairs of cylinders of the same length a,b which end at the same state. It
follows that for every n there is a Borel function Fn s.t. F(x) = Fn(T nx), and so F is
T−nB measurable. This holds for all n, so F is measurable w.r.t. the tail σ–algebra⋂

n≥1 T−nB. Since m is exact, F is constant. The value of the constant must be one,
because ν ,ν ′ are probability measures. We conclude that ν ′ = ν . ut

3.3.3 g–functions

In section 3.1.2 we determined the asymptotic behavior of Ln
φ

for potentials φ of the
form φ(x) = f (x0,x1), subject to the condition Lφ 1 = 1, which allowed us create a
stochastic matrix out of Lφ . The condition Lφ 1 = 1 appears in many other situations.
The purpose of this section is to show that under fairly general situations, it can
always be assumed “without loss of generality”. But first we give it a name:

Definition 3.6 (g–functions). Suppose X is a TMS. A continuous function g : X →
(0,1] is called a g–function, if ∑Ty=x g(y) = 1 for all x.

The terminology is due to Mike Keane.

Proposition 3.9. Suppose ν is a non–singular measure on a TMS X s.t. g = log dν

dν◦T
is continuous. The following conditions are equivalent:

1. g is a g–function;
2. ν is T –invariant.

The proof is left as an exercise.
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Theorem 3.7. Suppose X is a topologically mixing TMS, and φ : X → R has
summable variations. Suppose PG(φ) < ∞.

1. If φ is recurrent, then φ−PG(φ) is cohomologous via a continuous transfer func-
tion ϕ to logg, where g is a g–function and logg has summable variations.

2. If φ is transient, then φ−PG(φ) is cohomologous via a continuous transfer func-
tion ϕ to logg, where logg has summable variations and ∑Ty=x g(y) ≤ 1 every-
where. We call g a sub g–function.

In both cases the cohomology can be done s.t. var1ϕ < ∞.

Proof. Let λ := expPG(φ).
In the recurrent case, let h be positive function s.t. Lφ h = λh. Set

g :=
eφ h

λh◦T
,

then logg = φ + logh− logh◦T −PG(φ) and logg is a g–function:

∑
Ty=x

g(y) = (λh(x))−1(Lφ h)(x) = 1.

Since var1[logh] < ∞, logg has summable variations.
If φ is transient, let h := ∑n≥1 λ−nLn

φ
1[a]. This sum converges, because of the

transience of φ and Problem 3.6. It is easy to verify that var1[logh] < ∞ and that
Lφ h≤ λh. The proof follows, as before, by setting g := eφ h/(λh◦T ). ut

Corollary 3.5. Suppose X is a topologically mixing TMS, then any φ : X → R with
summable variations is cohomologous to a function ψ : X→R with summable vari-
ations s.t. ψ ≤ PG(ψ).

Remark: Theorem 3.7 and Corollary 3.5 hold, with the same proof, if “summable
variations” is replaced by “the Walters property”.

Problems

3.1. Suppose ν is a thermodynamic limit, and {nk}k≥1 is a sequence as in definition
3.2.

1. Suppose ν [a] 6= 0. Calculate the limit of Zx
n([a]∪ [b])/Zx

n([a]) as n→ ∞.
2. Construct a sequence An(x) s.t. 1

Ank (x) µx
nk

[a]−−−→
k→∞

ν [a] for all cylinders [a].

3.2. Check identities (3.1),(3.2), and (3.3).

3.3. Prove (3.6).

3.4. The purpose of this problem is to complete the proof of step 1 in the proof the
renewal theorem.
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1. Read the first step of the proof of the Renewal Theorem. The following uses the
notation of that proof.

2. Show, using induction on k, that L−( j1+···+ jk) = L0 for all j1, . . . , jk s.t. f ji 6= 0.
3. Show that the set {m1 j1 + · · ·+mk jk : mi ∈N, f ji 6= 0} contains a set of the form
{N,N +1, . . .}. (Hint: gcd{ j : f j 6= 0}= 1.)

4. Prove that L j = L0 for all j ∈ Z.

3.5. Suppose X is a topologically transitive TMS, and φ : X → R has the Walters
property. Show that any measure ν s.t. L∗

φ
ν = λν with λ > 0 gives positive measure

to every cylinder.

3.6. Suppose X is a topologically mixing TMS, and φ : X → R has the Walters
property. Show that for any two states a,b and a non–empty cylinder [c], there are
positive constants C1,C2,k1,k2,N s.t. C1Zn−k1(φ ,a)≤ (Ln

φ
1[c])(xb)≤C2Zn+k2(φ ,a)

for all xb ∈ [c] and n≥ N.

3.7. Suppose X is a topologically mixing TMS and φ : X → R has summable vari-
ations. Show that φ is positive recurrent iff there are constants M,N > 1 and µ > 0
s.t. for some state a ∈ S, M−1 ≤ µ−nZn(φ ,a)≤M for all n > N.

3.8. Let X be a topologically mixing TMS with set of states S. Suppose X has finitely
many images: the set {T [a] : a ∈ S} is finite, and let φ : X → R be a function with
summable variations and finite pressure. Show that

1. ∃h > 0 s.t. Lφ h = ePG(φ)h, and
2. 0 < infX h≤ supX h < ∞.

3.9. Prove the Folklore theorem 3.5. (Hint: Prove first that if π : X → [0,1] is the
Markov coding of f : [0,1]→ [0,1], then − log | f ′| is Hölder continuous).

3.10. Prove proposition 3.9.
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Chapter 4
Pressure, Equilibrium measures, and Gibbs
measures

The Gibbs probability vector pi = e−βUi/∑
N
i=1 e−βUi (i = 1, . . . ,N) can be character-

ized as the (unique) probability vector which maximizes−∑ pi log pi +∑(−βUi)pi.
The variational approach to the canonical ensemble on TMS is summarized by the
following definition:

Definition 4.1 (Equilibrium Measure). Let X be a TMS, β > 0, and U : X →R be
a measurable function. A shift invariant probability measure m is called an equilib-
rium measure for φ =−βU , if

hm(T )+
∫

φdm = sup{hµ(T )+
∫

φdµ} (4.1)

where the supremum ranges over all invariant Borel probability measures µ for
which hµ(T )+

∫
φdµ is well defined.

“Well–defined” means that φ is µ one–sided integrable,1 and hµ(T ) +
∫

φdµ 6=
∞−∞.

Convention: Throughout this chapter, hµ(T ) signifies the metric entropy defined
using natural logarithms (and not logarithms to base two).

4.1 Entropy and information

4.1.1 Entropy

Suppose (Ω ,F ,µ) is a probability space, and β is a finite or countable partition of
Ω into measurable sets (“measurable partition”). The entropy of β is the number

1 A measurable function f is called one sided integrable if at least one of the functions f 1[ f >0],
f 1[ f <0] is absolutely integrable.

79
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Hµ(β ) :=− ∑
B∈β

µ(B) log µ(B), where 0log0 := 0.

The join of two partitions β ,γ is β ∨ γ := {B∩C : B ∈ β ,C ∈ γ}. The concavity
of f (t) =−t log t implies that

Hµ(β ∨ γ)≤ Hµ(β )+Hµ(γ). (4.2)

Now suppose τ : Ω → Ω is a probability preserving map. Given a measurable
partition β , we let

• τ−iβ := {τ−iB : B ∈ β} (since µ ◦ τ−1 = µ , Hµ(τ−iβ ) = Hµ(β ));
• β k

n := τ−nβ ∨ τ−(n+1)β ∨·· ·∨ τ−kβ ;
• hµ(τ,β ) := lim

n→∞

1
n Hµ(β n

0 ).

The limit exists and equals infn
1
n Hµ(β n−1

0 ), because Hµ(β n+m
0 )≤Hµ(β n

0 )+Hµ(β m
0 )

for all m,n > 0, by (4.2).

Definition 4.2 (Metric Entropy). The metric entropy of a probability preserving
map τ on a probability space (Ω ,F ,µ) is

hµ(τ) := sup{hµ(τ,β ) : β is a countable measurable partition s.t. Hµ(β ) < ∞}.

The following theorems provide the main tool we shall need to calculate hµ(T ):

Theorem 4.1 (Sinai’s Generator Theorem). Suppose β is a countable measurable
partition s.t. the smallest σ–algebra containing τkβ for all k ∈ Z is F . If Hµ(β ) <
∞, then hµ(τ) = hµ(τ,β ).

Theorem 4.2 (Rokhlin Formula). Suppose X is a TMS with set of states S. Let α :=
{[a] : a∈ S} (“natural partition”). For every invariant Borel probability measure µ ,

1. If Hµ(α) < ∞, then hµ(T ) =−
∫

log dµ

dµ◦T dµ;

2. If Hµ(α) = ∞, then hµ(T )≥−
∫

log dµ

dµ◦T dµ .

The proof is given in the next sections.

4.1.2 The information function

Suppose (Ω ,F ,µ) is a probability space, β is a finite or countable measurable
partition, and G ⊆F a σ–algebra.

Definition 4.3 (Information function). The information function of β given G is

Iµ(β |G )(x) :=− ∑
B∈β

1B(x) log µ(B|G )(x), where µ(B|G )(x) := Eµ(1B|G )(x).

The conditional entropy of β given G is Hµ(β |G ) :=
∫

Iµ(β |G )dµ.
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Suppose β ,γ are two finite or countable measurable partitions of a probability
space smallest σ–algebra containing γ). We write

• Iµ(β |γ) := Iµ(β |σ(γ));
• Hµ(β |γ) :=

∫
Iµ(β |γ)dµ .

If Hµ(β ),Hµ(γ) < ∞, this turns out to be equivalent to the more friendly

Hµ(β |γ) = Hµ(β ∨ γ)−Hµ(γ)

(see equation (4.3) below). But we emphasize that Hµ(β |γ) makes sense (and could
be finite) even when Hµ(β ),Hµ(γ) = ∞.

Proposition 4.1 (Properties of the information function). Let (Ω ,F ,µ) be a
probability space, and suppose α,β ,γ are finite or countable measurable partitions.

1. For every σ–algebra G ⊆F ,

Iµ(α ∨β |G ) = Iµ(α|G )+ Iµ(β |G ∨α), (4.3)

where G ∨α is the smallest σ–algebra which contains G ∪α .
2. For every σ–algebra G ⊂ F , If σ(β ) ⊂ σ(γ), then Iµ(β |G ) ≤ Iµ(γ|G ) and

Hµ(β |G )≤ Hµ(γ|G ).
3. If σ(β )⊂ σ(γ), then Hµ(α|β )≥ Hµ(α|γ).

Proof.

Part 1. G ∨α = {
⊎

A∈α A∩GA : GA ∈ G } (this is the minimal σ–algebra which
contains α and G ). Thus every G ∨ α–measurable function is of the form ϕ =
∑A∈α 1AϕA with ϕA G –measurable. If B ∈ β , then∫

1Bϕdµ = ∑
A∈α

∫
1B1AϕAdµ = ∑

A∈α

∫
1B∩AϕAdµ

= ∑
A∈α

∫
Eµ(1B∩A|G )ϕAdµ = ∑

A∈α

∫ Eµ(1B∩A|G )
Eµ(1A|G )

Eµ(1A|G )ϕAdµ

= ∑
A∈α

∫ Eµ(1B∩A|G )
Eµ(1A|G )

1AϕAdµ (∵
Eµ(1B∩A|G )
Eµ(1A|G )

ϕA is G –measurable)

=
∫ (

∑
A∈α

1A
Eµ(1B∩A|G )
Eµ(1A|G )

)
ϕdµ.

The term in the brackets is G ∨α–measurable. Since ϕ was an arbitrary G ∨α–
measurable L∞ function, we must have Eµ(1B|G ∨α) = ∑A∈α 1A

µ(B∩A|G )
µ(A|G ) . Thus

Iµ(α)+ Iµ(β |G ∨α) =− ∑
A∈α

1A log µ(A|G )− ∑
B∈β

1B log ∑
A∈α

1A
µ(B∩A|G )

µ(A|G )
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=−

(
∑

A∈α

∑
B∈β

1A∩B log µ(A|G )+ ∑
B∈β

∑
A∈α

1A∩B log
µ(B∩A|G )

µ(A|G )

)
=− ∑

A∈α

∑
B∈β

1A∩B log µ(A∩B|G ) = Iµ(α ∨β |G ). ♦

Part 2. If σ(β )⊂ σ(γ), then every element of β is a union of (disjoint) elements of
γ , and so γ = γ ∨β . By (4.3),

Iµ(γ|G ) = Iµ(γ ∨β |G ) = Iµ(β |G )+ Iµ(γ|G ∨β ).

Since the information function is non–negative Iµ(γ|G )≥ Iµ(β |G ). Integrating, we
see that Hµ(γ|G )≥ Hµ(β |G ). ♦
Part 3. Suppose σ(β )⊂ σ(γ), then

Hµ(α|σ(β )) =
∫

Iµ(α|σ(β ))dµ =−
∫ (

∑
A∈α

1A logEµ(1A|σ(β ))
)

dµ

=−
∫ (

∑
A∈α

Eµ(1A|σ(β )) logEµ(1A|σ(β ))
)

dµ

= ∑
A∈α

∫
f
(
Eµ(1A|σ(β ))

)
dµ, where f (t) :=−t log t

= ∑
A∈α

∫
f
(
Eµ [Eµ(1A|σ(γ))|σ(β ))]

)
dµ, (∵ σ(β )⊂ σ(γ))

≥ ∑
A∈α

∫
Eµ [ f (Eµ(1A|σ(γ)))|σ(β ))]dµ, (Jensen’s inequality)

= ∑
A∈α

∫
f (Eµ(1A|σ(γ)))dµ = Hµ(α|σ(γ)). �

Proposition 4.2 (Chung–Neveau). Suppose β is a finite or countable measurable
partition of a probability space (Ω ,F ,µ), and {Gn}n≥1 is an increasing sequence
of σ–algebras contained in F . If f ∗ := supn≥1 I(β |Gn), then

∫
f ∗dµ ≤ Hµ(β )+1.

Proof. Fix B ∈ β , and decompose B∩ [ f ∗ > t] =
⊎

m≥1 A∩Bm(t), where

Bm(t) := {x ∈ X : m is the minimal natural number s.t. − log µ(B|Gm) > t}.

This is an element of Gm, and

µ[B∩Bm(t)] = Eµ

(
1B1Bm(t)

)
= Eµ

(
Eµ

(
1B1Bm(t)|Gm

))
= Eµ

(
1Bm(t)Eµ (1B|Gm)

)
, because Bm(t) ∈ Gm

≡ Eµ

(
1Bm(t)e

log µ(B|Gm)
)
≤ Eµ

(
1Bm(t)e

−t)= e−t
µ[Bm(t)].

Summing over m we see that µ(B∩ [ f ∗ > t])≤ e−t . Of course we have the stronger
inequality µ(B∩ [ f ∗ > t])≤min{µ(B),e−t}.
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We now use the identity
∫

gdµ =
∫

∞

0 µ[g > t]dt for all g≥ 0 measurable:2∫
B

f ∗dµ =
∫

∞

0
µ(B∩ [ f ∗ > t])dt ≤

∫
∞

0
min{µ(B),e−t}dt

≤
∫ − log µ(B)

0
µ(B)dt +

∫
∞

− log µ(B)
e−tdt =−µ(B) log µ(B)− e−t]∞

− log µ(B)

=−µ(B) log µ(B)+ µ(B).

Summing over B ∈ β we get that
∫

f ∗dµ ≤ Hµ(β )+1. ut

4.1.3 Ledrappier’s formula and proof of Rokhlin’s formula

Proposition 4.3 (Ledrappier). Let µ be a shift invariant probability measure on a
TMS with set of states S, and let α := {[a] : a ∈ S}, then

Iµ(α|T−1B) =− log
dµ

dµ ◦T
.

Proof. The transfer operator of µ is T̂ f = ∑Ty=x gµ(y) f (y), where gµ := dµ

dµ◦T . By

proposition 2.3, for every f ∈ L1(µ), Eµ( f |T−1B) = (T̂ f )◦T, so Iµ(α|T−1B) =
− ∑

A∈α

1A(x) log(T̂ 1A)(T x) = − ∑
A∈α

1A(x) log ∑
Ty=T x

gµ(y)1A(y). If x ∈ A, then the

only preimage of T x in A is x, so the inner sum equals − loggµ(x). ut

Proof of Rokhlin’s formula (Theorem 4.2). Suppose X is a TMS with set of states
S, α is the natural partition {[a] : a∈ S}, and µ ∈PT (X). Fix once and for all a finite
sets of states Sn s.t. Sn ↑ S = {states}, and let

β
(n) := {[a] : a ∈ Sn}∪{

⋃
b6∈Sn

[b]}.

These are finite partitions, so Hµ(β (n)) < ∞ for all n and

hµ(T,β (n)) = lim
k→∞

1
k

Hµ((β (n))k−1
0 ) = lim

k→∞

1
k

k−1

∑
`=1

[Hµ((β (n))`0)−Hµ((β (n))`−1
0 )]

= lim
k→∞

1
k

k−1

∑
`=1

[Hµ((β (n))`0)−Hµ(T−1(β (n))`−1
0 )] (∵ µ ◦T−1 = µ)

= lim
k→∞

1
k

k−1

∑
`=1

Hµ(β (n)|(β (n))`1)≥ lim
k→∞

1
k

k−1

∑
`=1

Hµ(β (n)|α`
1), (4.4)

because σ(α)⊃ σ(β (n)) (Proposition 4.1).

2 Proof:
∫

X gdµ =
∫

X
∫

∞

0 1[0≤t<g(x)](x, t)dtdµ(x) =
∫

∞

0
∫

X 1[g>t](x, t)dµ(x)dt =
∫

∞

0 µ[g > t]dt.
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We claim that
Hµ(β (n)|α`

1)−−−→
`→∞

Hµ(β (n)|α∞
1 ). (4.5)

This is because

• Iµ(β (n)|α`
1)−−−→

`→∞
Iµ(β (n)|T−1B) µ–a.e. (Martingale convergence theorem);

•
∫

sup`≥1 Iµ(β (n)|α`
1)dµ <∞, by the Chung–Neveu Lemma (Proposition 4.2);

• The dominated convergence theorem.

(4.4) and (4.5) say that hµ(T,β (n))≥ Hµ(β (n)|T−1B)≡
∫

Iµ(β (n)|T−1B)dµ.

By the definition of β (n), Iµ(β (n)|T−1B)−−−→
n→∞

Iµ(α|T−1B). Since {σ(βn)}n≥1

is increasing, {Iµ(β (n)|α∞
1 )}n≥1 is increasing (Lemma 4.1). By the monotone con-

vergence theorem Hµ(β (n)|T−1B) ↑ Hµ(α|T−1B), so

hµ(T,β (n))≥ Hµ(β (n)|T−1B)−−−→
n→∞

Hµ(α|T−1B).

Since hµ(T )≥ hµ(T,β (n)), hµ(T )≥ Hµ(α|T−1B) =−
∫

log dµ

dµ◦T dµ (Proposition
4.3). This proves Rokhlin’s formula, when Hµ(α) = ∞. ♦

Suppose Hµ(α) < ∞. In this case we can repeat the calculation leading to (4.4)
with α replacing β (n), and get

hµ(T,α) = lim
k→∞

1
k

∞

∑
`=1

Hµ(α|α`
1).

Next we use the argument leading to (4.5) to obtain

Hµ(α|α`
1)−−−→

`→∞
Hµ(α|α∞

1 ).

The result is that hµ(T,α) = Hµ(α|α∞
1 ) =−

∫
log dµ

dµ◦T dµ .
Since Hµ(α) < ∞ and α∞

0 = B, hµ(T ) = hµ(T,α) (Sinai’s Generator Theorem).
Rokhlin’s formula follows. �

4.2 Pressure and the Variational Principle

Let T : Y →Y be a continuous map on a complete separable metric space Y , and let
φ : Y → R be a continuous function. The variational topological pressure of φ is

Ptop(φ) = sup{hµ(T )+
∫

φdµ},

where the supremum ranges over all invariant Borel probability measures µ s.t.
hµ(T )+

∫
φdµ is well–defined.
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The first step in the construction an equilibrium measure it to calculate the varia-
tional topological pressure. The purpose of this section is to do this for TMS.

4.2.1 Gurevich Pressure

We encountered the Gurevich pressure when we determined the exponential rate of
growth of Ln

φ
1[a]. We recall the definition:

Definition 4.4 (Gurevich pressure). Let X be a topologically mixing TMS, and φ

some function with summable variations. The Gurevich Pressure of φ is the number

PG(φ) = lim
n→∞

1
n

logZn(φ ,a), where Zn(φ ,a) = ∑
T nx=x

eφn(x)1[a](x).

The Gurevich entropy of X is PG(0).

Proposition 3.2 says that the limit exists and is independent of the choice of a.
Here are some of its properties:

Proposition 4.4. Let X be topologically transitive, and assume φ and ψ have
summable variations. Then,

1. Addition of constants: For every c ∈ R, PG(φ + c) = PG(φ)+ c;
2. Convexity: For every t ∈ [0,1], PG(tφ +(1− t)ψ)≤ tPG(φ)+(1− t)PG(ψ);
3. Cohomology: If for some f , φ −ψ = f − f ◦T , then PG(φ) = PG(ψ).

Proof. The first part is obvious. The second follows Hölder’s inequality for sums:
Zn(tφ +(1− t)ψ,a) ≤ Zn(φ ,a)tZn(ψ,a)1−t . The third is because if φ ,ψ are coho-
mologous, then φn(x) = ψn(x) whenever T nx = x. ut

We show that the Gurevich pressure is captured by the restrictions of φ to a com-
pact TMS lying inside X . To make the statement unambiguous, we introduce the
following terminology:

Definition 4.5 (sub systems). Suppose X is a TMS with set of states S and transition
matrix A = (ti j)S×S. A sub system of X is a TMS with set of states S′ ⊆ S and
transition matrix A′ = (t ′i j)S′×S′ s.t. t ′i j = 1⇒ ti j = 1.

The following proposition was proved in the special case φ = φ(x0,x1) by Gurevich.

Theorem 4.3. If X is topologically mixing and φ has summable variations, then
PG(φ) = sup{PG (φ |Y ) : Y is a topologically mixing compact sub system of X}.

Proof. The (≥) inequality is because for every sub system Y of X , if Zn (Y,φ ,a) =
∑T nx=x eφn(x)1Y (x)1[a](x) then Zn(φ ,a)≥ Zn(Y,φ ,a) for all n.

We prove the (≤)–inequality under the assumption that PG (φ) < ∞, and leave
the case PG (φ) = ∞ is left as an exercise. Let M := supn varn+1φn, fix ε > 0 and let
m > 2

ε
M be large enough so that
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PG (φ) <
1
m

logZm (φ ,a)+ ε. (4.6)

Identifying S with N, we choose N large enough so that

1
m

logZm (φ ,a)≤ 1
m

logZm

(
{1, . . . ,N}N0 ∩X ,φ ,a

)
+ ε.

Adding a finite number of states to {1, . . . ,N} , one can construct a topologically
mixing finite Markov shift Y ⊆ X , such that

1
m

logZm (φ ,a) <
1
m

logZm (Y,φ ,a)+ ε. (4.7)

Set ζn = logZn (Y,φ ,a). By the definition of M, ζn + ζm ≤ ζn+m + 2M, whence
for n = km+ r (r = 0, . . . ,k−1)

kζm +ζr

km+ r
≤ ζkm+r +2(k +1)M

km+ r
≤ ζn

n
+

k +1
k

ε.

Fixing m and passing to the limit as n→ ∞, we have

1
m

logZm (Y,φ ,a)≤ PG(φ |Y )+ ε. (4.8)

By (4.6),(4.7), (4.8) , PG (φ)≤ PG(φ |Y )+3ε . ut

4.2.2 The Variational Principle

Denote by PT (X) the set of all shift invariant Borel probability measures. The fol-
lowing theorem was proved for compact TMS by Lanford, Ruelle, and Bowen, and
for non– compact TMS in the particular case φ ≡ 0 by Gurevich.

Theorem 4.4 (Variational Principle). Let X be a topologically mixing countable
Markov shift and φ have summable variations. If supφ < ∞ then

PG(φ) = sup
{

hµ(T )+
∫

φ dµ

∣∣∣∣µ ∈PT (X) s.t. hµ(T )+
∫

φdµ is well defined
}

.

Proof. We break the equality into two inequalities.

Part 1. PG(φ)≤ sup{hµ(T )+
∫

φ dµ}.

Fix ε > 0 and a topologically mixing compact sub system Y ⊆ X s.t. PG(φ) ≤
PG(φ |Y )+ ε (Theorem 4.3). Let ψ := φ |Y .

Since Y is compact, the Generalized Ruelle–Perron–Frobenius theorem says that
ψ is positive recurrent, and that there is a positive continuous function h : Y → R
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and a probability measure ν on Y s.t. Lψ h = ePG(ψ)h ,L∗ψ ν = ePG(ψ)ν ,
∫

Y hdν = 1.
Set m := hdν . This is a shift invariant probability measure, because

m(T−1[a]) = ν(h1[a] ◦T ) = ν(e−PG(ψ)Lψ h1[a]) = m[a].

We claim that hm(T |Y )+
∫

Y ψdm = PG(ψ).
To see this, let αY := {[a] : a ∈ S, [a] ⊂ Y}. Since Y is compact, αY is finite, so

Hm(αY ) < ∞. Rokhlin’s formula says that in this case

hm(T |Y ) =
∫

Y
log

dm
dm◦T

dm

=
∫

Y
log
(

h
h◦T

dν

dν ◦T

)
dm =

∫
Y
[ψ + logh− logh◦T −PG(ψ)]dν

=
∫

Y
ψdm−PG(ψ),

because m is T –invariant and logh is absolutely integrable (a continuous function
on a compact space).

Thus PG(ψ) = hm(T |Y )+
∫

Y ψdm≤ sup{hµ(T )+
∫

φdµ}. Since by construction,
PG(φ)≤ PG(ψ)+ ε , PG(φ)≤ sup{hµ(T )+

∫
φdµ}+ ε . ♦

Part 2. PG(φ)≥ sup{hµ(T )+
∫

φdµ}.

This is trivial when PG(φ) = ∞, so assume PG(φ) < ∞. We have to show that
hµ(T )+

∫
φdµ ≤ PG(φ) for every µ ∈PT (X) s.t. hµ(T )+

∫
φdµ makes sense.

If
∫

φ dµ = −∞, then hµ(T ) < ∞ (otherwise hµ(T ) +
∫

φdµ = ∞−∞), and
hµ(T )+

∫
φdµ =−∞ < PG(φ). Suppose −

∫
φdµ < ∞.

Assume w.l.o.g. that S = N, and set αm := {[1] , . . . , [m−1] , [≥m]} where
[≥m] := {x : x0 ≥ m}. Let Bm denote the σ–algebra generated by αm. As m ↑ ∞,
Bm ↑

⋃
m

Bm ⊆ σ (∪mBm) = B, whence (Problem 4.7)

hµ (T,αm)+
∫

φ dµ −→
m→∞

hµ (T )+
∫

φ dµ.

Fix m and set β = αm. For every a = (a0, . . . ,an) where ∀i ai ∈ β set

〈a〉= 〈a0, . . . ,an〉 :=
n⋂

k=0

T−kai.

Set φn〈a〉 := sup{φn(x) : x ∈ 〈a〉}.
Since µ ◦T−1 = µ ,

1
n

Hµ(β n
0 )+

∫
φ dµ =

1
n

(
Hµ(β n

0 )+
∫

φn dµ

)
≤ 1

n ∑
〈a〉∈β n

0

µ〈a〉 log
eφn〈a〉

µ〈a〉
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=
1
n ∑

a,b∈β

µ(a∩T−nb) ∑
〈a〉⊆a∩T−nb
〈a〉∈β n

0

µ
(
〈a〉|a∩T−nb

)
log

eφn〈a〉

µ〈a〉

≤ 1
n ∑

a,b∈β

µ(a∩T−nb) log ∑
〈a〉⊆a∩T−nb
〈a〉∈β n

0

eφn〈a〉+
1
n

Hµ(β ∨T−n
β )

(Jensen’s inequality for sums)

=: ∑
a,b∈β

µ(a∩T−nb)Pn(a,b)+O(
2
n

Hµ(β )),

where Pn(a,b) :=
1
n

log ∑
〈a〉⊆a∩T−nb
〈a〉∈β n

0

eφn〈a〉.

Passing to the limit n→ ∞, and recalling that β = αm,

hµ(T,αm)+
∫

φ dµ ≤ limsup
n→∞

{
∑

a,b∈β

µ
(
a∩T−nb

)
Pn (a,b)

}
(4.9)

It remains to estimate Pn(a,b).

Case 1. a,b 6= [≥m].

In this case, since αn
0 is finer than β n

0 ,3

Pn(a,b)≤ 1
n

log ∑
[a]⊆[a]∩T−n[b]

[a]∈αn
0

esup{φn(x):x∈[a]}.

By the summable variations of φ and the topological mixing of X , the right side
tends to PG(φ), whence

a,b 6= [≥m] =⇒ limsup
n→∞

Pn(a,b)≤ PG(φ). (4.10)

Case 2. a = [≥m] or b = [≥m].

For every 〈a〉 ∈ β n
0 s.t. 〈a〉 ⊆ a∩T−nb, either 〈a〉= 〈 ≥m, . . . ,≥m〉 or ∃i, j,k≥ 1

such that i+ j + k = n+1 and

〈a〉= 〈≥m, . . . ,≥m︸ ︷︷ ︸
i

,ξ0, . . . ,ξ j︸ ︷︷ ︸
j

,≥m, . . . ,≥m︸ ︷︷ ︸
k

〉 where ξ1,ξ j 6= [≥m].

3 Either φ〈a′〉 = sup{φn(x) : x ∈ [a]} for some 〈a′〉 ⊃ [a], or there are at least two [a′], [a′′] ⊂ 〈a〉
s.t. sup{φn(x) : x ∈ [a′]},sup{φn(x) : x ∈ [a′′]}> 1

2 φn〈a〉.
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For such i, j,k, φn〈a〉 ≤ (i+k)supφ +φ j〈ξ0, . . . ,ξ j〉. Summing over all possibilities
we have

Pn(a,b)≤ 1
n

log

eφn〈≥m,··· ,≥m〉+
n

∑
i=1

n+1−i

∑
j=1

m−1

∑
ξ1=1

m−1

∑
ξ j=1

e jPj(ξ0,ξ j)+(n+1− j)supφ


≤ supφ +

1
n

log

(
1+n ∑

ξ ,η 6=[≥m]

n

∑
j=1

e jPj(ξ ,η)

)
.

We saw in case 1 that limsupPn(ξ ,η) ≤ PG(φ) when ξ ,η 6= [≥ m], so there exists
a constant C s.t.

a = [≥m] or b = [≥m] =⇒ limsup
n→∞

Pn(a,b)≤C. (4.11)

We now use (4.9), (4.10), and (4.11) to finish the proof:

hµ(T,αm)+
∫

φ dµ ≤ limsup
n→∞

{
∑

a,b∈β

µ(a∩T−nb)Pn(a,b)

}

≤ limsup
n→∞

[
PG(φ) ∑

a,b6=[≥m]
µ(a∩T−nb)+C ∑

¬(a,b6=[≥m])
µ(a∩T−nb)

]
≤ PG(φ)µ(X)+Cµ[≥m]+Cµ(T−n[≥m])
= PG(φ)+2Cµ[≥m] = PG(φ)+o(1), as m→ ∞.

Thus hµ(T )+
∫

φ dµ = limm→∞

(
hµ(T,αm)+

∫
φ dµ

)
≤ PG(φ) as required. ut

4.3 Equilibrium measures

4.3.1 Existence

Suppose X is a topologically mixing TMS, and φ : X → R is positive recurrent
with finite Gurevich pressure and summable variations. By the Generalized Ruelle’s
Perron–Frobenius Theorem (Theorem 3.4), there are λ > 0, h positive continuous,
and ν conservative finite on cylinders s.t. Lφ h = λh , L∗

φ
ν = λν , and

∫
hdν = 1.

Moreover λ = expPG(φ) and m := hdν is a shift invariant probability measure.

Terminology: We call m the RPF measure of φ .

Theorem 4.5. Let m be the RPF measure of a positive recurrent function φ with
summable variations s.t. supφ < ∞ and PG(φ) < ∞. If m has finite entropy, then m
is an equilibrium measure for φ .
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Proof. Let Im := Im(α|T−1B). Ledrappier’s formula says that Im = − log dm
dm◦T .

Since m = hν and dν

dν◦T = λ−1eφ (because L∗
φ

ν = λν),

Im =−[φ + logh− logh◦T −PG(φ)]. (4.12)

Since hm(T ) < ∞ and supφ < ∞, hm(T )+
∫

φdm is well defined. The proof that
m is an equilibrium measures consists of a justification of the following calculation
(the non–trivial steps are tagged by a question mark):

hm(T )+
∫

φdµ ≥
∫

Imdm+
∫

φdm (Rokhlin’s formula)

?=
∫

(Im +φ)dm =
∫

[logh◦T − logh+PG(φ)]dm ?= PG(φ).

By the variational principle, m must be the equilibrium measure of φ .
To justify these steps we need to show that Im,φ , logh◦T − logh are absolutely

integrable, and that
∫
(logh◦T − logh)dm = 0. We do this.

Im is non-negative, by definition. By Rokhlin’s formula,
∫

Imdm ≤ hm(T ) < ∞,
so Im is absolutely integrable.

By (4.12), φ + logh− logh ◦ T is absolutely integrable. Adding its integral to∫
Imdm we see (again by Rokhlin’s formula) that

hm(T )+
∫

[φ + logh− logh◦T ]dm≥
∫

[Im +φ + logh− logh◦T ]dm = PG(φ).

Since φ is recurrent, ν is ergodic. Therefore m is ergodic. The following holds
for almost every x ∈ X :

• φn(x)/n −−−→
n→∞

∫
φdm (supφ < ∞ and the pointwise convergence in the ergodic

theorem holds for all one–sided integrable functions4);
• [φn(x)+ logh(x)− logh(T nx)]/n −−−→

n→∞

∫
[φ + logh− logh ◦T ]dm (because φ +

logh− logh◦T ∈ L1(m));
• ∃nk(x) ↑∞ s.t. | logh(x)− logh(T nk(x)x)| ≤ 1 (because of the Poincaré recurrence

theorem, and the continuity of h).

Choose one such x, then∫
φdm = lim

k→∞

1
nk(x)

φnk(x)(x) = lim
k→∞

1
nk(x)

(
φnk(x) + logh(x)− logh(T nk(x)x)

)
= lim

n→∞

1
n

(φn + logh(x)− logh(T nx)) =
∫

(φ + logh− logh◦T )dm.

It follows that
∫

φdm =
∫
(φ + logh− logh◦T )dm 6=−∞. Since supφ < ∞, φ ∈ L1.

4 Proof: Suppose f is one–sided integrable and, say
∫

f = +∞. For every M, f 1[ f <M] is absolutely
integrable, and the Birkhoff averages of f are at least as large as the Birkhoff averages of f 1[ f <M].
Thus the liminf of the Birkhoff averages of f is at least

∫
[ f <M] f . Since M was arbitrary, the liminf

(whence the limit) is ∞.
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Since Im,φ ,φ + logh− logh ◦ T ∈ L1, logh ◦ T − logh ∈ L1. Since φ and φ +
logh◦T − logh have equal integrals,

∫
(logh− logh◦T )dm = 0. ut

Here is an example of a positive recurrent potential whose RPF measure has
infinite entropy, and is therefore not an equilibrium measures:

Example: Let X = NN0 denote the full shift with set of states N, and let φ(x) =
log px0 where (pi)i≥1 is a probability vector which satisfies −∑ pi log pi = ∞. It is
easy to verify that Lφ 1 = 1 and L∗

φ
µ = µ where µ is the Bernoulli measure corre-

sponding to (pi), so φ is positive recurrent with RPF measure µ . But this is not an
equilibrium measure, because hµ(T )+

∫
φdµ = ∞−∞ is not well defined.

4.3.2 Uniqueness

The following theorem can be found in [4].

Theorem 4.6. Suppose X is a topologically mixing TMS, φ : X → R has summable
variations, supφ < ∞ and PG(φ) < ∞.

1. φ has at most one equilibrium measure;
2. this equilibrium measure, if it exists, is equal to the RPF measure of φ ;
3. in particular, if φ has an equilibrium measure, then φ is positive recurrent and

the RPF measure of φ has finite entropy.

Before proving this theorem, we need a couple of remarks on the ergodic theory
of invariant measures which are not ergodic.

Suppose τ is a probability preserving map on a probability space (Ω ,F ,µ). A
set E ∈F is called a sweep–out set for τ if for a.e. x ∈ Ω , τn(x) ∈ E for infinitely
many positive n.

If A is a sweep–out set, then µ(A) 6= 0. If µ is ergodic, then any measurable set
of positive measure is a sweep–out set. More generally, A is a sweep–out set for µ

iff almost all the ergodic components of µ give A positive measure (Problem 4.8).
If A is a sweep–out set for T , then the induced transformation τA := τϕA , ϕA(x) :=

1A(x) inf{n≥ 1 : τn(x) ∈ A} is well defined on a set of full measure of A, and

1. Kac formula: for all f ∈ L1(Ω ,F ,µ),

∫
Ω

f dµ =
1

µ(A)

∫
A

(
ϕA−1

∑
k=0

f ◦ τ
k

)
dµ.

2. Abramov’s formula: if µA := µ( · |A), then

hµ(τ) = µ(A)hµA(τA).

This was proved in M506 under the assumption that µ is ergodic and that µ(A) > 0,
but the proofs given there work verbatim in the non-ergodic case provided A is a
sweep–out set.
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Lemma 4.1 (Affinity of the entropy map). Suppose µ1,µ2 are two invariant prob-
ability measures for some measurable map τ on a measurable space (Ω ,F ). Sup-
pose µ = tµ1 +(1− t)µ2 where 0 < t < 1, then hµ(τ) = thµ1(τ)+(1− t)hµ2(τ).

Proof. Problem 4.2. ut

Proof of Theorem 4.6 Suppose µ is an equilibrium measure for φ , and assume
w.l.o.g. that PG(φ) = 0 (else pass to φ −PG(φ)). By Theorem 3.7 there exists a sub
g-function g, and a continuous function ϕ s.t. var1(ϕ) < ∞ and

φ = logg+ϕ−ϕ ◦T. (4.13)

We will show that
Lφ e−ϕ = e−ϕ and L∗φ (eϕ

µ) = eϕ
µ. (4.14)

This means that µ = eϕ(e−ϕ µ) is an RPF measure of φ . Since φ can have at most
one RPF measure (Problem 4.10), µ is uniquely determined.

Step 1. φ , logg, and ϕ −ϕ ◦T are absolutely integrable, and
∫
(ϕ −ϕ ◦T )dµ = 0.

Moreover, ϕ−ϕ ◦T has zero integral with respect to µ and with respect to almost
every ergodic component of µ .

Proof. We are assuming that supφ < ∞, so to prove that φ ∈ L1 it is enough to show
that

∫
φdµ > −∞. This must be the case, because hµ(T ) +

∫
φdµ is well defined

and equal to zero.
Since φ ∈ L1 and logg≤ 0 (g is a sub–g–function), ϕ−ϕ ◦T = φ− logg is one–

sided integrable, with integral in (−∞,∞]. We will show that
∫
(ϕ −ϕ ◦T )dµ = 0,

and deduce that ϕ−ϕ ◦T and logg = φ − (ϕ−ϕ ◦T ) are absolutely integrable.
Let µ =

∫
X µxdµ(x) denote the ergodic decomposition of µ . Since φ ∈ L1(µ),

φ ∈ L1(µx) for µ–a.e. x. For such x, ϕ−ϕ ◦T = φ − logg is one–sided integrable,
whence by the Birkhoff ergodic theorem (see footnote on page 90)

∫
(ϕ−ϕ ◦T )dµx = lim

n→∞

1
n

n−1

∑
k=0

(ϕ−ϕ ◦T )◦T k
µx–almost surely.

The ergodic sum on the right is telescopic, and equal to 1
n (ϕ − ϕ ◦ T n). By the

Poincaré Recurrence Theorem, |ϕ−ϕ ◦T n| ≤ 1 infinitely often µx–almost surely. It
follows that

∫
(ϕ−ϕ ◦T )dµx = 0 for µ–a.e. x. Integrating over x with respect to µ ,

we see that
∫
(ϕ−ϕ ◦T )dµ = 0. ♦

Step 2. µ can be written as a finite or countable convex combination of equilibrium
measures µi, such that for each i there is a state ai s.t. [ai] is a sweep–out set for µi.

Proof. Let µ =
∫

X µxdµ(x) be the ergodic decomposition of µ . Let {a1,a2, . . .} be a
list of the states a s.t. µ[a] 6= 0, and set

Ei := {x ∈ X : µx[a1], . . . ,µx[ai−1] = 0, and µx[ai] 6= 0}.

Ei are pairwise disjoint measurable sets, and
⋃

Ei = X . Thus pi := µ(Ei) satisfy
∑ pi = 1. Assume all the indices i s.t. pi = 0 have been removed, then
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µ = ∑ piµi, where µi :=
1

µ(Ei)

∫
Ei

µxdµ(x)≡ µ( · |Ei).

By construction, all the ergodic components of µi charge [ai], therefore [ai] is a
sweep–out set for µi. We claim that µi are all equilibrium measures.

Suppose first {pi} is a finite collection. Since µ is an equilibrium measure and
PG(φ) < ∞, hµ(T ) < ∞. By the affinity of the entropy map, ∑ pihµi(T ) = hµ(T ) < ∞,
so hµi(T ) < ∞ for all i and we have

∑ pi

(
hµi(T )+

∫
φdµi

)
= hµ(T )+

∫
φdµ = PG(φ) = 0.

By the variational principle, each summand on the left is non–positive. Since pi 6= 0,
all the summands are equal to zero, and so µi are all equilibrium measures.

Now suppose {pi} is an infinite collection. For every N, let qN := ∑i>N pi, then
qN 6= 0 and µ∗N+1 := 1

qN
∑i>N piµi makes sense. We have µ = ∑i≤N piµi +qN µ∗N+1.

The same argument as before shows that µ1, . . . ,µN ; µ∗N+1 are equilibrium measures
for all N. Since N was arbitrary, µi is an equilibrium measure for all i. ♦

Step 3. For all i, hµi(T ) =−
∫

log dµi
dµi◦T dµi.

Proof: This would have been obvious, had we know that the natural partition has
finite entropy, but we cannot assume this (unless X is compact). The idea is to show
that T induces some map which possesses a generator with finite entropy.

Fix i and let ai be the state s.t. [ai] is a sweep–out set for µi. Let T (x) =
T ϕai (x)(x), ϕai(x) := 1[ai](x) inf{n ≥ 1 : T n(x) ∈ [ai]}, denote the induced map on
[ai]. T preserves the measure µ i := µi( · |[ai]) and admits the Markov partition
β := {[ai,ξ1, . . . ,ξn−1,ai] : n≥ 1,ξi 6= ai}\{∅}.

We show that Hµi(β ) < ∞, and use Rokhlin’s formula to prove the step as follows:

1
µi[ai]

hµi(T ) = hµ i
(T ) =−

∫
log

dµ i

dµ i ◦T
dµ i (Rokhlin formula)

= − 1
µi[ai]

∫
[ai]

log
dµi

dµi ◦T ϕai
dµi =− 1

µi[ai]

∫
[ai]

ϕai−1

∑
j=0

log
dµi

dµi ◦T
◦T jdµi

= − 1
µi[ai]

∫
X

log
dµi

dµi ◦T
dµi (Kac formula).

The step follows.
Thus it is enough to prove that Hµi(β ) < ∞. To do this, define a Bernoulli measure

µ
i
B on [ai] by µ

i
B
(⋂n−1

j=0 T− jB j
)

= ∏
n−1
j=0 µ i(B j) whenever B j ∈ β . Since µ

i
B(B) =

µ i(B) for all B ∈ β , the entropy of the Bernoulli measure µ
i
B is given by

h
µ

i
B
(T ) = Hµ i

(β ).

We will show that h
µ

i
B
(T ) < ∞ and deduce that Hµ i

(β ) < ∞.
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Let µ i
B be the shift invariant measure on X given by Kac’s formula

µ
i
B(E) = µ[ai]

∫
[ai]

ϕai−1

∑
j=0

1E ◦T jdµ
i
B.

This is a probability measure, because

µ
i
B(X) = µ[ai]

∫
[ai]

ϕadµ
i
B = µ[ai] ∑

B∈β

µ
i
B(B) · length of B

= µ[ai] ∑
B∈β

µ i(B) · length of B = µ[ai]
∫

X
ϕadµ i = 1,

by Kac formula. Since µ
i
B is T –ergodic (a Bernoulli measure), µ i

B is T –ergodic.5

We claim that φ ∈ L1(µ i
B). Set M := supn≥1 varn+1φn, and define

φ :=
ϕa−1

∑
j=0

φ ◦T j.

Every B∈ β is a cylinder of length n(B)+1 where n(B) is the unique value of ϕai on
B. Fix xB ∈ B. For all y ∈ B,

∣∣|φ(y)|− |φ(xB)|
∣∣≤ |φ(y)−φ(xB)| ≤ varn(B)+1φn(B) ≤

M. It follows that the average value of |φ | on B is |φ(xB)| ±M no matter which
weights we use. Thus for all B ∈ β ,∣∣∣∣ 1

µ i(B)

∫
B
|φ |dµ i−

1
µ

i
B(B)

∫
B
|φ |dµ

i
B

∣∣∣∣≤ 2M.

This, and the fact that µ i(B) = µ
i
B(B) for all B ∈ β , shows that φ ∈ L1(µ

i
B)⇔

φ ∈ L1(µ i). Since
∫ ∣∣φ ∣∣dµ i ≤

∫
|φ |dµ i = 1

µ[ai]
∫
|φ |dµi < 1

piµi[ai]
∫
|φ |dµ < ∞, φ ∈

L1(µ
i
B), whence φ ∈ L1(µ i

B).
Since φ ∈ L1(µ i

B), h
µ i

B
(T )+

∫
φdµ i

B is well-defined, whence by the variational
principle, h

µ i
B
(T )+

∫
φdµ i

B ≤ PG(φ) = 0. Thus h
µ i

B
(T )≤−

∫
φdµ i

B < ∞. By Abra-

mov’s formula h
µ

i
B
(T ) = (1/µi[ai])hµ i

B
(T ) < ∞ and we are done. ♦

Step 4. dµi
dµi◦T = g for all i.

Set gi := dµi
dµi◦T . The transfer operator of µi is T̂µi f = ∑Ty=x gi(y) f (y). The in-

variance of µi implies that ∑Ty=x gi(y) = T̂µi1 = 1 µi-almost everywhere, so gi is a
g-function. By step 1 and the definition of µi,

∫
(ϕ−ϕ ◦T )dµi = 0 and so

5 To see this note if f is a measurable T –invariant function on X , then f |[ai] is a T –invariant function
on [ai]. Thus f is constant on [ai]. Since [ai] is a sweep–out set, f is constant on X .
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0 = hµi(T )+
∫

φdµi (µi is an equilibrium measure)

= hµi(T )+
∫

loggdµi (step 1)

=
∫

log
g
gi

dµ (step 3)

=
∫ (

∑
Ty=x

gi(y) log
g(y)
gi(y)

)
dµ(x) (T̂ ∗µi

µi = µi)

≤
∫

log
(

∑
Ty=x,gi(y)>0

g(y)
)

dµ(x) (log is concave)

≤ 0 (g is a sub g–function).

The inequality must be an equality, so

∑
Ty=x

gi(y) log
g(y)
gi(y)

= log
(

∑
Ty=x

gi(y) ·
g(y)
gi(y)

)
= 0 for µi− almost all x. (4.15)

Since the logarithm function is strictly concave, we must have the following (Prob-
lem 4.1): For µi-a.e. x there exists c(x) such that

y ∈ T−1{x},gi(y) > 0 implies g(y) = c(x)gi(y).

Since for a.e. x, ∑Ty=x gi(y) = (T̂ 1)(x) = 1, (4.15) forces c(x) to equal one almost
everywhere. In summary, for µi-almost every x, y∈ T−1{x} implies g(y) = gi(y).♦

We can now complete the proof. Since µi is logg–conformal, the transfer operator
of µi is Llogg. In particular, L∗loggµi = µi, whence by (4.13), L∗

φ
(eϕ µi) = eϕ µi. Since

µ = ∑ piµi, L∗
φ
(eϕ µ) = eϕ µ .

We also have that Llogg1 = 1 µi–almost everywhere, because µi ◦T−1 = µi. Thus
Lφ eϕ = eϕ µ–almost everywhere. The identity Lφ (eϕ µ) = eϕ µ implies that eϕ µ

gives positive measure to every cylinder (Problem 3.5). It follows that Lφ eϕ = eϕ on
a dense set, whence by continuity, everywhere. This proves (4.14), whence by the
discussion at the beginning of the proof, the theorem. ut

4.3.3 Ergodic properties of equilibrium measures

Theorem 4.7. Let X be a topologically mixing TMS, and φ : X → R be some func-
tion with the Walters property s.t. supφ < ∞ and PG(φ) < ∞. If m is an equilibrium
measure of φ , then m is exact (whence ergodic and strong mixing), and

hm(T ) =−
∫

log
dm

dm◦T
dm.
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Proof. We saw that m = hν where L∗
φ

ν = λν , whence dν

dν◦T = λ−1 expφ . Since
φ has the Walters property, ν is exact. Thus m is exact. The formula hm(T ) =
−
∫

log dm
dm◦T dm can be extracted from the proof of the uniqueness theorem. ut

4.3.4 Equilibrium measures and cohomology

Theorem 4.8. Suppose X is a topologically mixing TMS, and let φ ,ψ be two func-
tions with the Walters property s.t. PG(φ),PG(ψ),supφ ,supψ < ∞. Suppose φ has
an equilibrium measure m, then m is also an equilibrium measure for ψ iff φ −ψ is
cohomologous to a constant.

Proof. (⇒): Suppose m is an equilibrium measure for φ and ψ , we show that φ and
ψ are cohomologous. Subtract suitable constants from φ and ψ to have PG(φ) =
PG(ψ) = 0 (this has no effect on the equilibrium measures of these functions).

If m is an equilibrium measure for φ , then m is an RPF measure for φ , so m = hν

where Lφ h = h, L∗
φ

ν = ν . The proof of the generalized RPF theorem shows that
var1[logh] < ∞, so h is bounded away from zero and infinity on partition sets. Let
Ca (a ∈ S) be a family of constants s.t. C−1

a < h < Ca on [a]. Define, as usual,
M := exp(supn varn+1φn), then for every cylinder [a] = [a0, . . . ,an−1],

m[a] =C±1
a0

ν [a] =C±1
a0

∫
Ln

φ 1[a]dν =C±1
a0

∫
T [an−1]

eφn(ax)dν =(MCa0)
±1

ν(T [an−1])eφn(ax),

for all x ∈ [a].
This means that if T p(x) = x, then φp(x)/p = limn→∞

1
n logm[x0, . . . ,xnp−1]. In

the same way, ψp(x)/p = limn→∞
1
n logm[x0, . . . ,xnp−1]. It follows that T p(x) = x⇒

φp(x) = ψp(x). By Livsic’s Theorem, φ and ψ a cohomologous. ♦
(⇐): Suppose ψ = φ +ϕ−ϕ ◦T +c, and m is an equilibrium measure for φ . Since
supφ < ∞ and PG(φ) < ∞, hm(T ) < ∞ and φ ∈ L1(m). Since supψ < ∞, ψ is one–
sided integrable w.r.t m. By the ergodic theorem (see page 90)∫

ψdm = lim
n→∞

1
n

ψn =
∫

φdm+ lim
n→∞

1
n
(ϕ−ϕ ◦T n)+ c a.s.

By Poincaré’s Recurrence Theorem, the only possible a.s. limit for 1
n (ϕ−ϕ ◦T n) is

zero. It follows that
∫

ψdm =
∫

φdm+ c, whence

hm(T )+
∫

ψdm = hm(T )+
∫

φdm+ c = PG(φ)+ c = PG(ψ).

By the variational principle, m is an equilibrium measure for ψ . ut
Corollary 4.1. Suppose X is a compact topologically mixing TMS, then two Walters
functions are cohomologous iff they have equal pressure and the same equilibrium
measure.
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The following example shows that the condition that supφ ,supψ < ∞ cannot be
removed in the non–compact case.

Example: Let X =NN0 denote the full shift with set of statesN. Fix some probabil-
ity vector (pi)i≥1 s.t. −∑ pi log pi < ∞. Let φ(x) := log px0 , then it is easy to check
that Lφ 1 = 1 and that L∗

φ
µ = µ , where µ is the Bernoulli measure with probability

vector (pi)i≥1. It follows that PG(φ) = 0. The measure µ is an equilibrium measure
for φ , because −∑ pi log pi +∑ pi log pi = 0.

Now let (hi)i≥1 be a vector of positive numbers s.t. ∑ pi loghi = ∞ and set

ψ(x) = log px0 + loghx1 − loghx0 .

This function is cohomologous to φ . But µ is not an equilibrium measure for φ ,
because

∫
φdm does not exist:

• for all a,
∫
[a] φdµ = pa (log pa +∑ pi loghi− logha) = ∞;

• for all a,
∫

T−1[a] φdµ = ∑ pi log pi + pa logha− pa ∑ pi loghi =−∞.

Such a function cannot be one–sided integrable.

4.4 Gibbs measures in the sense of Bowen

In his studies of compact TMS, Bowen observed that if m is the equilibrium measure
of a Walters function φ , then m[a] can be uniformly approximated by 1

Zn
expφn(x)

where n is the length of a, x ∈ [a] is arbitrary, and Zn � exp(nP) for some P. This
leads to the following definition:

Definition 4.6. Suppose X is a topologically mixing TMS, and φ : X → R has the
Walters property. A Borel probability measure m is called a Gibbs measure (in the
sense of Bowen) for φ if m is shift invariant, and if there are constants G > 1 and P
s.t. for all cylinders [a] and every x ∈ [a],

G−1 ≤ m[a0, . . . ,an−1]
exp[∑n−1

k=0 φ(T kx)−nP]
≤ G. (4.16)

Although this characterization of equilibrium measures does not hold in general for
non-compact TMS, it does hold in certain important cases. When it does, it is of
great use because it is the closest one can hope to get to an explicit formula for the
equilibrium measure of φ .

Theorem 4.9. Let X be a topologically mixing TMS with set of states S and transi-
tion matrix (ti j)S×S. A Walters function φ has admits a Gibbs measure m iff

1. X satisfies the BIP property: ∃b1, . . . ,bN ∈ S s.t. for all a∈ S there are 1≤ i, j≤N
s.t. tb jatabi = 1;

2. PG(φ) < ∞ and var1φ < ∞.
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In this case φ is positive recurrent, m is equal to the RPF measure of φ , and P in
(4.16) is equal to PG(φ).

Proof. (⇐): Suppose (1)–(2) hold. Proposition 3.8 says that φ is positive recurrent.
Let m = hν be its RPF measure, i.e., Lφ h = λh, L∗

φ
ν = λν , and

∫
hdν = 1. We claim

that m is a Gibbs measure for φ .

Step 1: h is bounded away from zero and infinity on X .

Let {b1, . . . ,bN} be the collection of states given by the BIP property, and fix
some zi ∈ [bi] (1≤ i≤ N). For every point of the form (ξ0, . . . ,ξn−1,x) one can find
1 ≤ i ≤ N s.t. (ξ0, . . . ,ξn−1,zi) is admissible. Since φ has the Walters property and
var1φ < ∞, ∃C > 1 s.t. expφn(ξ0, . . . ,ξn−1,x)≤C expφn(ξ0, . . . ,ξn−1,zi). Summing
over all possible ξ we see that

λ
−n(Lφ 1[a])(x)≤C

N

∑
i=1

λ
−n(Ln

φ 1[a])(z
i).

In the limit n→ ∞ we obtain h(x)ν [a]≤C ∑
N
i=1 h(zi)ν [a], whence suph < ∞.

Next we claim that infh > 0. For every x∈ X ∃1≤ i≤N, s.t. (bi,x) is admissible.
Then h(x) = λ−1

(
Lφ h
)
(x)≥ λ−1eφ(bix)h(bix). Since var1[logh] < ∞ (by Proposi-

tion 3.4), var1φ < ∞ (by assumption), and {b1, . . . ,bN} is finite, infh > 0. ♦

Step 2: m = hν is a Gibbs measure for φ .

This measure is shift invariant because for every f continuous and m integrable,∫
f ◦T dm =

∫
λ
−1Lφ (h f ◦T )dν =

∫
f ·λ−1Lφ hdν =

∫
f dm.

To see that this measure satisfies (4.16), choose using the previous step a constant
H > 1 such that ∀x∈ X , 1

H < h(x) < H, and let M0 := exp(supn varnφn) (this is finite
by the Walters property and since var1φ < ∞). For every cylinder [a] = [a0, . . . ,an−1],

m[a0, . . . ,an−1] =
∫

λ
−nLn

φ (h1[a])dν = H±1
∫

λ
−nLn

φ 1[a] dν

= (HM0)±1eφn(a)−n logλ
ν(T n[a]) = (H2M0)±1eφn(a)−n logλ m(T n[a]).

It is therefore enough to show that m(T n[a]) is bounded away from zero and infinity.
Boundness from above is clear, since m(X) = 1. Boundness from below is because
of the BIP property which says that m(T n[a])≥min{m[bi] : i = 1, . . . ,N}> 0.

A by-product of the proof is that the P in (4.16) is equal to PG(φ). ♦

(⇒): Assume that φ admits an invariant Gibbs measure m.
The first variation of φ must be finite, because by (4.16) if x0 = y0, then

eφ(x),eφ(y) = G±1e−Pm[x0] whence |φ(x)−φ(y)| ≤ 2logG.
The Gurevich pressure of φ is finite, because by (4.16),

Zn(φ ,a) = ∑
T nx=x

eφn(x)1[a](x)≤ GenP
∑m[a,x0, . . . ,xn−1]≤ GenPm[a].
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We show that X satisfies the BIP property. For every state a ∈ S, let φ(a) :=
inf{φ(x) : x ∈ [a]}. This number is finite because var1φ < ∞ so φ is bounded on
partition sets.

By (4.16), there is some global constant C, such that for all p,q ∈ S s.t. p 1−→ q,
m[p,q] = C±1eφ(p) · eφ(q) If we sum over all possibilities, first for p (fixing q) and
then for q (fixing p), then we obtain

m(T−1[q]) = C±1eφ(q)
∑

p:p
1−→q

eφ(p), and m[p] = C±1eφ(p)
∑

q: p
1−→q

eφ(q).

Since m(T−1[q]) = m[q] = G±1e−Peφ(q) and m[p] = G±1e−Peφ(p),

δ := inf

 ∑
b: b

1−→q

eφ(b), ∑
b: p

1−→b

eφ(b) : p,q ∈ S

> 0. (4.17)

We show that this implies the BIP property.
Assume w.l.o.g. that S =N. The sum ∑eφ(b) converges, because by (4.16) eφ(b)≤

GePm[b] and m(X) < ∞. Pick N s.t. ∑b>N eφ(b) < δ/2, then for every p,q ∈ S there

must exist b,b′ ≤ N s.t. b 1−→ q, p 1−→ b′. This is the BIP property. ♦

Uniqueness: We show that every Gibbs measure for φ equal the RPF measure of φ .
Let m denote the RPF measure of φ , and let µ be some other Gibbs measure. There
is a constant C > 1 s.t. for all cylinders [a],

C−1m[a]≤ µ[a]≤Cm[a],

because m and µ both satisfy (4.16) with P = PG(φ). The collection of sets E s.t.
C−1m(E)≤ µ(E)≤m(E) forms a monotone class, so these inequalities hold for all
Borel sets E. It follows that m∼ µ .

But m is ergodic, because it is conservative (like all invariant probability mea-
sures) and its log Jacobian φ + logh− logh ◦ T −PG(φ) has the Walters property
(Theorem 2.3). Thus µ is ergodic. It is easy to see using the pointwise ergodic the-
orem that any two equivalent ergodic invariant probability measures for the same
transformation must be equal. So µ = m. ut

Corollary 4.2 (Bowen). Suppose X is a compact TMS. Any φ : X → R with the
Walters property admits a unique equilibrium measure, and this measure is a Gibbs
measure in the sense of Bowen.

In the non–compact case the situation is more complicated. Since equilibrium
measures may exist in the absence of the BIP property, there are (many) cases where
there are equilibrium measures but no Gibbs measures. The following example that
the opposite is also possible.
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Example. Let (pi) be a probability vector with infinite entropy, and let X := NN0 .
The Bernoulli measure of (pi) is a Gibbs measure for φ(x) := log pxi . But φ has no
equilibrium measure, because the RPF measure of φ has infinite entropy.

Problems

4.1. Let pi,xi (i ∈N) be real numbers s.t. pi ≥ 0 and xi > 0 for all i, and ∑ pi = 1. If
∑

∞
i=1 pi logxi = log∑ pixi, then all the xi with pi 6= 0 are equal.

4.2. (Entropy is affine) Suppose T is a measurable map on (Ω ,F ), and µ1,µ2 are
two T –invariant probability measures. Set µ = tµ1 +(1− t)µ2 (0 ≤ t ≤ 1). Prove
that hµ(T ) = tµ1 +(1− t)µ2. Guidance: Start by showing that for all 0≤ x,y, t ≤ 1,

0≤ ϕ(tx+(1− t)y)− [tϕ(x)+(1− t)ϕ(y)]≤−tx log t− (1− t)y log(1− t)

4.3. Let (X ,B,µ) be a probability space. If α,β are two measurable partitions of
X , then we write α = β mod µ if α = {A1, . . . ,An} and B = {B1, . . . ,Bn} where
µ(Ai4Bi) = 0 for all i. Let P denote the set of all countable measurable partitions
of X , modulo the equivalence relation α = β mod µ . Show that

ρ(α,β ) := Hµ(α|β )+Hµ(β |α)

induces a metric on P.

4.4. Let (X ,B,µ,T ) be a ppt. Show that |hµ(T,α)− hµ(T,β )| ≤ Hµ(α|β ) +
Hµ(β |α).

4.5. Use the previous problem to show that the supremum in the definition of metric
entropy is attained by finite measurable partitions.

4.6. Suppose α = {A1, . . . ,An} is a finite measurable partition. Show that for every
ε , there exists δ = δ (ε,n) such that if β = {B1, . . . ,Bn} is measurable partition s.t.
µ(Ai4Bi) < δ , then ρ(α,β ) < ε .

4.7. Entropy via generating sequences of partitions
Suppose (X ,B,µ) is a probability space, and A is an algebra of F–measurable
subsets (namely a collection of sets which contains ∅ and which is closed under
finite unions, finite intersection, and forming complements). Suppose A generates
B (i.e. B is the smallest σ–algebra which contains A ).

1. For every F ∈F and ε > 0, there exists A ∈A s.t. µ(A4F) < ε .
2. For every F–measurable finite partition β and ε > 0, there exists an A –

measurable finite partition α s.t. ρ(α,β ) < ε .
3. If T : X → X is probability preserving, then

hµ(T ) = sup{hµ(T,α) : α is an A –measurable finite partition}.
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4. Suppose α1 ≤ α2 ≤ ·· · is an increasing sequence of finite measurable partitions
such that σ(

⋃
n≥1 αn) = B mod µ , then hµ(T ) = lim

n→∞
hµ(T,αn).

4.8. Let µ =
∫

X µxdµ(x) denote the ergodic decomposition of an invariant probabil-
ity measure µ , and let E be a measurable set. Prove that E is a sweep–out set for µ

iff µx(E) 6= 0 for µ–a.e. x.

4.9. Complete the proof of Theorem 4.3 by proving the (≤)–inequality in the case
PG(φ) = ∞.

4.10. Suppose X is a topologically mixing TMS and φ has the Walters property.
Show that φ can have at most one RPF measure. (Hint: Theorem 3.4)

4.11. Much of the work required to prove the existence and uniqueness theorems for
equilibrium measures was aimed at showing that the entropy of certain measures is
equal to minus the integral of their log–Jacobians. Explain why this is automatic in
the compact case, and find simplified proofs for compact TMS.

4.12. Suppose X is a topologically mixing compact TMS. Show that the measure
with maximal possible entropy is a Markov measure, and describe this measure.

4.13. Prove corollary 4.2.

4.14. Suppose X is a topologically mixing TMS and φ : X→R is a positive recurrent
with finite pressure and the Walters property. Let m denote the RPF measure of φ .
Show that there are constant {Gab : a,b∈ S} s.t. for every cylinder [a0, . . . ,an−1] and
every x ∈ [a0, . . . ,an−1],

G−1
a0,an−1

≤ m[a0, . . . ,an−1]
exp[∑n−1

k=0 φ(T kx)−nPG(φ)]
≤ Ga0an−1 .

References

1. R. Bowen: Bernoulli equilibrium states for Axiom A diffeomorphisms, Math. Systems Theory
8 (1975), 289–294.

2. R. Bowen: Equilibrium states and the ergodic theory of Anosov diffeomorphisms.Second
revised edition. Edited by J.-R. Chazzottes. Lecture Notes in Mathematics 470, Springer 2008,
viii+75pp.

3. R. Bowen and D. Ruelle: The ergodic theory of Axiom A flows, Invent. Math. 29, 181–202
(1975).

4. J. Buzzi & O. Sarig: Uniqueness of equilibrium measures for countable Markov shifts and
multidimensional piecewise expanding maps, Ergodic Th. & Dynam. Syst. 23, 1383–1400
(2003).

5. B.M. Gurevich: Topological entropy of a countable Markov chain. Dokl. Akad. Nauk. SSSR
187 (1969) 715–718.

6. B.M. Gurevich: Shift entropy and Markov measures in the space of paths of a countable
graph. Dokl. Akad. Nauk. SSSR 192 (1970) 963–965.



102 4 Pressure and Equilibrium Measures

7. B.M. Gurevich: A variational characterization of one–dimensional countable state Gibbs
random fields, Prob. Theory & Related Fields 68, 205–242 (1984).

8. F. Ledrappier: Principe variationnel et systémes dynamiques symboliques, Z. Wahrschein-
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Chapter 5
Spectral Gap

5.1 Functional analytic background

5.1.1 Banach spaces

A (complex) normed vector space is a vector space B overC together with a function
‖ · ‖ : B→ R satisfying the following axioms:

1. ‖x‖ ≥ 0 for all x ∈ B and ‖x‖= 0⇒ x = 0 (the zero vector in B);
2. ‖λx‖= |λ |‖x‖ for all x ∈ B and λ ∈ C;
3. ‖x+ y‖ ≤ ‖x‖+‖y‖ (“triangle inequality”).

We call ‖ · ‖ a norm. The norm ‖ · ‖ defined a metric d(x,y) := ‖x− y‖ which turns
(B,‖ · ‖) into a metric space.

Definition 5.1. A normed vector space (B,‖ · ‖) is called a Banach space, if it is
complete: Any sequence {xn}n≥1 such that ‖xm− xn‖ −−−−→

m,n→∞
0 possesses a vector

x ∈ B s.t. ‖xn− x‖ −−−→
n→∞

0.

A bounded linear functional on a Banach space B is a map f : B→ C which is
linear and continuous. Such maps are called “bounded” because of the simple fact
that a linear map f : B→ C is continuous iff there exists M > 0 s.t. | f (x)| ≤M‖x‖
for all x ∈ B.1 The norm of a bounded linear functional is

‖ f‖ := sup
x∈B\{0}

‖ f (x)‖
‖x‖

.

If we endow the collection of bounded linear functionals on B with this norm, then
the result is another Banach space, called the dual space of B. The dual space of B
is denoted by B∗.

1 If such M exists, then | f (x)− f (y)| ≤M‖x− y‖ and f is continuous. Since f is linear, f (0) = 0.
If f is continuous, then ∃δ > 0 s.t. ‖x‖ < δ ⇒ | f (x)|< 1, and so | f (x)|= | f ( δx

2‖x‖ )| · (2‖x‖/δ ) <
2
δ
‖x‖.

103
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More generally, if B1,B2 are two Banach spaces, then a bounded linear operator
from B1 to B2 is a continuous linear map L : B1→ B2. Such a map has a constant M
s.t. ‖Lx‖ ≤M‖x‖ for all x ∈ X . Its norm is defined to be

‖L‖ := sup
x∈B1\{0}

‖Lx‖
‖x‖

.

If we endow the collection of bounded linear operators from B1 to B2 with this norm,
then the result is a Banach space, which we denote by Hom(B1,B2). We will often
use the abbreviation Hom(B) := Hom(B,B).

We need the following three fundamental results, which can be found in any
textbook on Banach space theory.

Theorem 5.1 (Hahn–Banach). Suppose B is a normed vector space and V ⊂ B is
a linear subspace of B. Any bounded linear functional f on V can be extended to a
bounded linear functional F on B s.t. ‖F‖= ‖ f‖.

Since it is very easy to construct bounded linear functionals on finite dimensional
subspaces, the Hahn–Banach theorem guarantees the existence of (many) bounded
linear functionals on any infinite dimensional Banach space.

Theorem 5.2 (Banach & Steinhaus). Suppose (B,‖ · ‖) is a Banach space. If
{ fλ}λ∈Λ is a family of bounded linear functionals s.t. supλ∈Λ | fλ (x)| < ∞ for all
x ∈ B, then supλ∈Λ ‖ fλ‖< ∞.

(Banach called this phenomenon “the accumulation of singularities”, because it is
equivalent to saying that if supλ∈Λ ‖ fλ‖ = ∞, then the sets where fλ takes large
values must accumulate on a common singularity x ∈ B where sup | fλ (x)|= ∞.)

Theorem 5.3 (Open Mapping Theorem). Suppose L : B1→B2 is a linear operator
between two Banach spaces. If L is continuous and surjective, then L is open (i.e. if
U is an open subset of B1, then L(U) is an open subset of B2.

In particular, if L : B1→ B2 is linear invertible map, and L is bounded, then L−1 is
bounded.

5.1.2 Analytic functions on Banach spaces

Suppose U ⊂C is open, and x : U→ B is a function taking values in a Banach space
B. We wish to define what it means for x(·) to be “holomorphic”. Two two natural
definitions come to mind:

Definition 5.2. x : U → B is strongly holomorphic on U , if for every ξ ∈U , if there
exists y∈ B such that

∥∥∥ x(ξ+h)−x(ξ )
h − y

∥∥∥−−→
h→0

y. In this case y is called the derivative

of x at ξ and is denoted by y = x′(ξ ).
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Definition 5.3. x : U → B is weakly holomorphic on U , if z 7→ f (x(z)) is holomor-
phic on U in the usual sense for every f ∈ B∗.

The two definitions turn out to be equivalent:

Theorem 5.4. Suppose U ⊂C is open. A function x : U → B is weakly holomorphic
on U iff it is strongly holomorphic on U.

Proof. (⇐): Suppose x(·) is strongly holomorphic on U . If f ∈ B∗, then∣∣∣∣ f (x(ξ0 +h))− f (x(ξ0))
h

− f (x′(ξ0))
∣∣∣∣≤‖ f‖·

∥∥∥∥x(ξ0 +h)− x(ξ0)
h

− x′(ξ0)
∥∥∥∥−−→h→0

0.

It follows that f ◦ x is differentiable, whence holomorphic, on U . �

(⇒): Suppose x(ξ ) is weakly holomorphic on U , and fix some ξ0 and f ∈ B∗. We
show that [x(ξ0 +h)− x(ξ0)]/h satisfies the Cauchy criterion as h→ 0.

Fix f ∈ B∗. Since x is weakly holomorphic on U , f ◦x is holomorphic on U in the
usual sense. Fix r > 0 so small that Br(ξ0) := {z ∈ C : |z−ξ0|< r} ⊂U . Cauchy’s
Integral Formula for f ◦ x says that for all h 6= 0 small enough,

f
(

x(ξ0 +h)− x(ξ0)
h

)
=

f (x(ξ0 +h))− f (x(ξ0))
h

=
1

2πhi

∮
∂Br(ξ0)

[
f (x(ξ ))

ξ − (ξ0 +h)
− f (x(ξ ))

ξ −ξ0

]
dξ

=
1

2πi

∮
∂Br(ξ0)

f (x(ξ ))
(ξ − (ξ0 +h))(ξ −ξ0)

dξ .

A similar expression holds for f [(x(ξ0 + k)− x(ξ0))/k] for all k 6= 0 small enough.
Subtracting, we see that

A f (h,k) := f
(

x(ξ0 +h)− x(ξ0)
h

− x(ξ0 + k)− x(ξ0)
k

)
=

1
2πi

∮
∂Br(ξ0)

[
f (x(ξ ))

(ξ − (ξ0 +h))(ξ −ξ0)
− f (x(ξ ))

(ξ − (ξ0 + k))(ξ −ξ0)

]
dξ

=
h− k
2πi

∮
∂Br(ξ0)

f (x(ξ ))
(ξ − (ξ0 +h))(ξ − (ξ0 + k))(ξ −ξ0)

dξ .

Setting M f := sup{| f (x(ξ ))| : |ξ −ξ0|= r}, we see that if |h|, |k|< r
2 , then

∣∣A f (h,k)
∣∣≤ |h− k| · 2πr

2π
·

M f

r3

4

=
4M f

r2 |h− k|.

Rearranging terms, we deduce that for all f ∈ B∗,
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sup
0<|h|,|k|< r

2

∣∣∣∣∣∣∣∣∣ f
 1
|h− k|

[
x(ξ0 +h)− x(ξ0)

h
− x(ξ0 + k)− x(ξ0)

k

]
︸ ︷︷ ︸

=:x(h,k)


∣∣∣∣∣∣∣∣∣< ∞. (5.1)

We denote the term in the brackets by x(h,k).
Let x∗h,k : B∗ → C be the function x∗h,k( f ) := f (xh,k). This is a bounded linear

functional on B∗, because |x∗h,k( f )| = | f (xh,k)| ≤ ‖ f‖‖xh,k‖ so ‖x∗h,k‖ ≤ ‖xh,k‖. In
fact ‖x∗h,k‖ = ‖xh,k‖, because it is no problem to construct, using the Hahn–Banach
theorem, a bounded linear functional f ∈ B∗ s.t. f (xh,k) = ‖xh,k‖ and ‖ f‖= 1.

Equation (5.1) reads sup0<|h|,|k|< r
2
‖x∗h,k( f )‖< ∞ for all f ∈ B∗. By the Banach–

Steinhaus theorem (applied to bounded linear functionals on B∗), sup0<|h|,|k|< r
2
‖x∗h,k‖<

∞. Since ‖x∗h,k‖ = ‖xh,k‖, sup0<|h|,|k|< r
2
‖xh,k‖ < ∞. Recalling the definition of xh,k,

we see that∥∥∥∥x(ξ0 +h)− x(ξ0)
h

− x(ξ0 + k)− x(ξ0)
k

∥∥∥∥= O(|h− k|), as h,k→ 0.

It follows that [x(ξ0 +h)−x(ξ0)]/h satisfies Cauchy’s criterion as h→ 0. Since B is
a Banach space, [x(ξ0 + h)− x(ξ0)]/h must converge to a limit y ∈ B. Thus x(·) is
holomorphic on U in the strong sense.

Terminology: Henceforth we call x(·) “holomorphic” on U if it is holomorphic in
one of the equivalent senses above.

Theorem 5.4 makes it easy to generalize much of the theory of complex holomor-
phic functions to vector valued holomorphic functions. In what follows, suppose B
is a Banach space and U ⊆ C is open.

Corollary 5.1. If x(ξ ) is holomorphic on U, then x′(ξ ) is holomorphic on U.

Proof. If x(ξ ) is holomorphic on U , then ( f ◦ x)(ξ ) is holomorphic on U for all
f ∈ B∗. By complex function theory, d

dξ
( f ◦x) is holomorphic on U . If we can show

that d
dξ

( f ◦ x) = f ( d
dξ

x), then it will follow that d
dξ

x is holomorphic on U . This is

indeed the case, because ‖ 1
h (x(ξ +h)− x(ξ ))− x′(ξ )‖ −−→

h→0
0, so for every f ∈ B∗

‖ 1
h ( f (x(ξ +h))− f (x(ξ )))− f (x′(ξ ))‖ −−→

h→0
0 ut

Corollary 5.2. Suppose X is a Banach space and D ⊆ C is open and simply con-
nected, then x : D→ R is holomorphic on D iff for every closed smooth curve γ in
D,
∮

γ
x(ξ )dξ = 0.

Proof. Integrals of continuous functions x : [a,b]→ B are defined for all continuous
functions x : [a,b]→ B via Riemann sums, as in the classical case. In the case of
smooth curves γ : [0,1]→ D,∮

γ

x(ξ )dξ :=
∫ 1

0
x(γ(t))γ ′(t)dt.
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Working with Riemann sums, it is easy to see that f (
∫

γ
x(ξ )dξ ) =

∫
γ

f (x(ξ ))dξ for
every f ∈ B∗.

If x : D→B is holomorphic, then x : D→B is continuous (even locally Lipschitz)
so we can integrate and see that for every f ∈ B∗,

f
(∮

γ

x(ξ )dξ

)
=
∫ 1

0
f (x(γ(t)))γ ′(t)dt =

∮
γ

f (x(ξ ))dξ = 0,

where the last equality is because f ◦x holomorphic. It follows that f (
∮

γ
x(ξ )dξ ) = 0

for all f ∈ B∗. By the Hahn–Banach theorem,
∮

γ
x(z)dz = 0.

Next suppose that
∮

γ
x(ξ )dξ for all closed smooth curves γ in D, then

∮
γ

f [x(ξ )]dξ =
f (
∮

γ
x(ξ )dξ ) = 0 for all closed smooth curves γ in D and all bounded linear func-

tionals f ∈ B∗. By Morera’s Theorem, f [x(ξ )] is holomorphic on U . Thus x(ξ ) is
(weakly) holomorphic on U . ut

Corollary 5.3 (Cauchy’s Integral Formula). Suppose D ⊂ C is open and simply
connected. If x : D→ B is holomorphic, then for every ξ0 ∈ D and closed smooth
curve γ in D,

x(ξ0) =
1

2πi

∮
γ

x(z)
z−ξ0

dz , x(n)(ξ0) =
n!

2πi

∮
γ

x(z)
(z−ξ0)n+1 dz.

Proof. Using Corollary 5.1, it is easy to see by induction that if x(z) is holomor-
phic on U , then x(n)(z) := dn

dzn x(z) exists and is holomorphic on U , and f [x(n)(z)] =
dn

dzn f [x(z)] for all f ∈ B∗. Cauchy’s formula for f [x(z)] says that

f (x(n)(ξ0)) =
n!

2πi

∮
γ

f [x(z)]
(z−ξ0)n+1 dz.

Since f is a bounded linear functional, we can pull it out of the integrand:

f (x(n)(ξ0)) = f
(

n!
2πi

∮
γ

x(z)
(z−ξ0)n+1 dξ

)
.

This identity holds for all f ∈ B∗, and B∗ separates points in B (Hahn–Banach The-
orem), so x(n)(ξ0) = n!

2πi
∮

γ

x(z)
(z−ξ0)n+1 dz. ut

Corollary 5.4 (Power Series Expansion). Let Br(z0) := {z ∈ C : |z− z0| < r}. A
function x : Br(z0)→ B is holomorphic on Br(z0) iff it can be put in the form

x(z) = x(z0)+
∞

∑
n=1

an(z− z0)n (|z− z0|< r),

where an ∈ B, and the series on the right hand side converges uniformly in norm on
compact subsets of Br(z0). In this case an = x(n)(z0)/n!.
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Proof. (⇒): Suppose x(z) is holomorphic on Br(z0). By corollary 5.1, x(n)(z) exists
for all n on Br(z0). By Cauchy’s integral formula, the following estimates holds for
all z ∈ Bρ(z0) and 0 < ρ < r:

‖x(n)(z)‖ ≤ n!
2π
·2πρ · max{‖x(z)‖ : |z|= ρ}

ρn+1 = O(n!ρ−n).

It follows that the series

y(z) :=
∞

∑
n=0

x(n)(z0)
n!

(z− z0)n

converges uniformly in norm on compact subsets of Br(z0).
We claim that y(z) = x(z). To see this, note that if f ∈ B∗, then

f [y(z)] =
∞

∑
n=0

f [x(n)(z0)]
n!

(z− z0)n.

It is easy to see by induction that f [x(n)(z0)] = dn

dzn f [x(z)], thus f [y(z)] is the Taylor
series of f [x(z)]. Since f [x(z)] is holomorphic on Br(z0), the Taylor series of f [x(z)]
equals f [x(z)]. We see that x(z) = y(z). ♦

(⇐): Suppose x(z) = ∑
∞
n=0 an(z−z0)n, then for all f ∈ B∗, f [x(z)] = ∑

∞
n=0 f (an)(z−

z0)n, whence f [x(z)] is holomorphic on Br(z0). Since f was an arbitrary element of
B∗, x(z) is holomorphic on Br(z0). ut

5.1.3 Resolvents

Suppose B is a Banach space over C.

Definition 5.4. Suppose L : B→ B is a bounded linear operator on B. The resolvent
set of L is

Res(L) := {z ∈ C : (zI−L) has a bounded inverse}.

If z ∈ Res(L), then R(z) := (zI−L)−1 is called the resolvent operator of L at z.2

Proposition 5.1 (Properties of the Resolvent).

1. Res(L) is open and non–empty;
2. R(z) is holomorphic on Res(L), and Res(L) cannot be holomorphically contin-

ued to points outside Res(L);
3. Resolvent equation: for all z,w ∈ Res(L),

R(w)−R(z) = (z−w)R(w)R(z) (5.2)

2 Some people define the resolvent to be (L− Iz)−1 =−(zI−L)−1.
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4. Neumann’s Series Expansion: Suppose z0 ∈ Res(L), then

R(z) =
∞

∑
n=0

(−1)n(z− z0)nR(z0)n+1 (|z− z0|< ‖R(z0)‖−1). (5.3)

Proof. First we claim that if A is a bounded linear operator s.t. ‖A‖< 1, then I−A
has a bounded inverse, and (I−A)−1 = ∑n≥0 An. The series on the right converges
in norm, because of the trivial estimate ‖An‖ ≤ ‖A‖n, therefore it defines a bounded
linear operator B. A direct calculation shows that B−AB = I, whence (I−A)B = I.
Similarly B(I−A) = I. Thus B = (I−A)−1.

We can now see that (zI−L)−1 = z−1(I− z−1L)−1 exists and is bounded when-
ever |z|> ‖L‖. Thus Res(L) is non–empty (moreover, C\Res(L) is bounded).

We show that Res(L) is open. Suppose z ∈ Res(L) and w is close to z (we see
how close below). Formal manipulations show that

(wI−L)−1 = (zI−L− (zI−wI))−1 = [I− (z−w)(zI−L)−1]−1(zI−L)−1.

If |z−w|< ‖R(z)‖−1 then [I− (z−w)(zI−L)−1]−1 is bounded, so w ∈ Res(L).
Returning to the identity just proved for (wI − L)−1 we see that for all w s.t.

|w− z|< ‖R(z)‖−1,

R(w) = (I− (z−w)R(z))−1R(z) =
∞

∑
n=0

(z−w)nR(z)n+1,

where the series on the right converges in norm. Viewing z as a constant and w as a
variable, we obtain a power series expansion for the resolvent near an arbitrary z ∈
Res(L). It follows that the resolvent operator is holomorphic on Res(L). Incidently,
we have proven the Neumann series mentioned is part 4 of the proposition.

We show that R(z) cannot be extended holomorphically outside Res(L). Oth-
erwise, there exists z0 ∈ ∂Res(L), r > 0 and a holomorphic function R̃(z) on
Br(z0) := {z : |z− z0| < r} s.t. R̃(z) = R(z) on Br(z0)∩Res(L). We claim that for
every x ∈ B and for every z ∈ Br(z0),

(zI−L)R̃(z)x = x and R̃(z)(zI−L)x = x,

and derive a contradiction from the fact that zI−L has no bounded inverse for z ∈
Br(z0)\Res(T ). The functions (zI−L)R̃(z), R̃(z)(zI−L) are holomorphic on Br(z0)
(because they can be expanded to a power series there), therefore for all f ∈ B∗

and x ∈ B f [(zI−L)R̃(z)x] and f [R̃(z)(zI−L)x] are holomorphic on Br(z0) (we are
using the fact that L 7→ f (Lx) is a bounded linear functional on the Banach space of
bounded linear operators on B). We know that

f [(zI−L)R̃(z)] = f [R̃(z)(zI−L)] = f (x) for all z ∈ Br(z0)∩Res(L).

A holomorphic function with connected domain which equals a constant on a non–
empty open subset is equal to this constant on its entire domain. It follows that
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f [(zI−L)R̃(z)] = f [R̃(z)(zI−L)] = f (x) for all z ∈ Br(z0).

Since this holds for all f ∈ B∗ and x ∈ B, (zI−L)R̃(z) = R̃(z)(zI−L) as required.

Proof of the resolvent equation: R(z)−R(w) = R(z)(wI− L)R(w)−R(z)(zI−
L)R(w) = R(z)[(w− z)I]R(w) = (w− z)R(z)R(w). ut

5.1.4 Spectrum

Suppose (B,‖ · ‖) is a Banach space over the complex numbers.

Definition 5.5. The spectrum of a bounded linear operator L is the complement of
the resolvent set of L. It is denoted by Spect(L). The spectral radius of L is ρ(L) :=
sup{|z| : z ∈ Spect(L)}.

Every eigenvalue of L (i.e. λ ∈ C s.t. Lx = λx for some 0 6= x ∈ B) belongs to
Spect(L), because if ker(λ I−L) 6= {0}, then λ I−L is not invertible. If dimB < ∞,
then the spectrum is equal to the collection eigenvalues of L. But if dimB = ∞ then
the spectrum is usually much larger than the collection of eigenvalues:

Example: Suppose B = L1[0,1] and (L f )(t) = t f (t). The spectrum of L is equal to
[0,1], but L has no eigenvalues.3

Proposition 5.2. Let L be a bounded linear operator on a Banach space B. The
spectrum of L is compact and non–empty. The spectral radius of L is given by

ρ(L) = lim
n→∞

n
√
‖Ln‖.

Proof. The spectrum is closed, because its complement, Res(L), is open. The
spectrum is bounded, because (as we saw in the previous section), zI − L has a
bounded inverse of the form ∑n≥0 z−(n+1)Ln whenever this series converges in norm.
This is the case whenever |z| > limsup n

√
‖Ln‖ =: ρ ′(L) (a finite number since

‖Ln‖ ≤ ‖L‖n). Thus Spect(L)⊂ {z : |z| ≤ ρ ′(L)}, and Spect(L) is compact.
We also see that ρ(L)≤ρ ′(L). Suppose by way of contradiction that ρ(L) �

ρ ′(L). Then Res(T ) contains a neighborhood of {z : |z| = ρ ′(L)}. It follows that
the series ∑z−(n+1)Ln admits holomorphic continuation beyond its radius of conver-
gence. But this is impossible, because the summands of ∑z−(n+1)Ln do not converge
to zero in norm for such z.

It follows that ρ(L) = ρ ′(L) = limsup n
√
‖Ln‖. In fact the limsup is a limit, be-

cause ‖Ln+m‖ ≤ ‖Ln‖‖Lm‖, so the sequence log‖Ln‖ is sub additive.
It remains to show that Spect(L) 6=∅. Otherwise, R(z) would be holomorphic on

C, and so f [R(z)] is is an entire function for every f ∈ Hom(B)∗. Now

3 Proof that Spect(L) = [0,1]: The resolvent of L at z is the operator [R(z) f ](t) = (z− t)−1 f (t). If
z 6∈ [0,1], then this is a bounded linear operator on L1[0,1]. But if z ∈ [0,1] then R(z) is not well
defined on L1[0,1], because it maps the constant function 1 to the function (z− t)−1, which has a
non-integrable singularity at t = z.
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‖R(z)‖= ‖(zI−L)−1‖= |z|−1‖(I− z−1L)−1‖ ≤ |z|−1
∞

∑
n=0
|z|−n‖L‖n −−−→

z→∞
0,

so f [R(z)]−−−→
z→∞

0. In particular, f [R(z)] is bounded. By Liouville’s theorem, f [R(z)]

is constant, whence f [R(z)−R(0)] = 0 for all f ∈Hom(B)∗. This means that R(z) =
R(0)≡ L−1 for all z, whence zI−L = L for all z. This is certainly false, proving that
Spect(L) cannot be empty. ut

5.1.5 Eigenprojections and the Separation of Spectrum Theorem

Let (B,‖ · ‖) denote a Banach space. A bounded linear operator P : B→ B is called
a projection, if it satisfies P2 = P. Any projection gives rise to a direct sum decom-
position of B:

B = Im(P)⊕ker(P).

The decomposition is x = Px+(I−P)x.

Theorem 5.5 (Separation of Spectrum). Suppose L is a bounded linear operator
s.t. Spect(L) = σ1 ]σ2 where σ1,σ1 are compact and disjoint, and suppose γ is a
closed smooth simple curve which does not intersect Spect(L) and which contains
σ1 in its interior, and σ2 in its exterior. Let

P :=
1

2πi

∮
γ

(zI−L)−1dz.

1. P is a projection;
2. PL = LP and kerP, ImP are L–invariant: L(ImP)⊆ ImP,L(kerP)⊆ kerP;
3. Spect(L|ImP) = σ1 and Spect(L|kerP) = σ2.

Proof.

Step 1. P is a projection.

Since γ does not intersect Spect(L), R(z) is bounded for each z ∈ γ , and z 7→ R(z)
is continuous on γ . This implies that ‖P‖ ≤ (2π)−1`(γ)max{‖R(z)‖ : z ∈ γ}< ∞.

To see that P2 = P, “expand” γ to a slightly larger closed simple smooth curve γ∗

which contains γ (and σ1) in its interior and σ2 in its exterior. Then P = 1
2πi
∮

γ∗(wI−
L)−1dw and so

P2 =
1

(2πi)2

∮
γ

R(z)
∮

γ∗
R(w)dwdz =

1
(2πi)2

∮
γ

∮
γ∗

R(z)R(w)dwdz (R(z) ∈ Hom(B))

=
1

(2πi)2

∮
γ

∮
γ∗

R(z)−R(w)
w− z

dwdz (by the resolvent equation)

=
1

(2πi)2

∮
γ

∮
γ∗

R(z)
w− z

dwdz− 1
(2πi)2

∮
γ

∮
γ∗

R(w)
w− z

dwdz
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=
1

(2πi)2

∮
γ

(
R(z)

∮
γ∗

1
w− z

dw
)

dz− 1
(2πi)2

∮
γ∗

(
R(w)

∮
γ

1
w− z

dz
)

dw

=
1

(2πi)2

∮
γ

R(z) ·2πidz− 1
(2πi)2

∮
γ∗

R(zw) ·0dw (Cauchy integral formula)

=
1

2πi

∮
γ

(zI−L)−1dz = P.

(We used the fact that γ∗ is outside γ .) ♦
Step 3. PL = LP, Spect(LP)⊆ σ1 and Spect(L(I−P))⊆ σ2.

It is a general fact that if an invertible operator S commutes with an operator
T , then its inverse S−1 also commutes with T .4 Since (zI − L) commutes with
L, R(z) = (zI − L)−1 commutes with L (wherever it is defined). It follows that
PL =

(
1

2πi
∮

γ
R(z)dz

)
L = 1

2πi
∮

γ
R(z)Ldz = 1

2πi
∮

γ
LR(z)dz = L

(
1

2πi
∮

γ
R(z)dz

)
= LP,

so P commutes with L. Since PL = LP, kerP, ImP are L–invariant: L(kerP)⊆ kerP,
L(ImP)⊆ ImP.

Let R̃(z) denote the resolvent operator of L|ImP : ImP→ ImP. Since ImP is L–
invariant, ImP is (zI−L)–invariant, and so Res(L|ImP)⊇ Res(L) and

R̃(z) = ((zI−L)|ImP)−1 = (zI−L)−1|ImP = R(z)|ImP.

We show that R̃(z) has a holomorphic continuation to the exterior of γ . Since the
resolvent operator of L|ImP cannot be holomorphically extended outside Res(L|ImP),
this will show that Res(L|ImP)⊇ exterior of γ ⊃ σ2, whence

Spect(L|ImP)⊆ Spect(L)\σ2 = σ1.

Here is the holomorphic extension: For every z ∈ Res(L) outside the exterior of γ ,

R̃(z) = R(z)P (because P = I on ImP)

=
1

2πi

∮
γ

R(z)R(w)dw =
1

2πi

∮
γ

R(z)−R(w)
w− z

dw (resolvent equation)

=
1

2πi
R(z)

(∮
γ

1
w− z

dw
)
− 1

2πi

∮
γ

R(w)
w− z

dw

=− 1
2πi

∮
γ

R(w)
w− z

dw.

The last expression is holomorphic everywhere outside γ (to find is Taylor series
around z0, expand (w− z)−1 into a power series in (z− z0) and integrate term by
term over w ∈ γ).

In the same way one shows that the resolvent of L|kerP extends holomorphically
to the interior of γ , with the consequence that Spect(L|kerP)⊆ σ2. ♦

We saw that Spect(L|ImP)⊆ σ1 and Spect(L|kerP)⊆ σ2. On the other hand

4 Proof: If ST = T S, then T = S−1T S, whence T S−1 = S−1T .



5.1 Functional analytic background 113

Spect(L|ImP)∪Spect(L|kerP)⊇ Spect(L) = σ1∪σ2,

because if (zI − L)|ImP, (zI − L)|kerP have bounded inverses, then zI − L has a
bounded inverse (equal to (zI−L)−1|ImP +(zI−L)−1|kerP). It follows that Spect(L|ImP)=
σ1 and Spect(L|kerP) = σ2. ut

There is a particularly important special case. A point λ ∈ Spect(L) is called
isolated, if Spect(L)∩{z : |z−λ | < ε} = {λ} for some ε > 0. Any such point can
be separated from the rest of the spectrum of L by a simple closed smooth curve γ .
Let

P :=
1

2πi

∮
γ

(zI−L)−1dz.

1. P is called the eigenprojection of λ ;
2. ImP is called the eigenspace of λ ;
3. dimImP is called the geometric multiplicity of λ .

It is easy to see that these notions are independent of the choice of γ (subject to the
requirement that γ separate the spectrum of L as above).

Suppose P is the eigenprojection of an isolated spectrum point λ . If dimImP <
∞, then λ must be an eigenvalue, because LP : ImP→ ImP is a linear operator
on a finite dimensional space, and the spectrum of any linear operator on a finite
dimensional space equals its set of eigenvalues.

Terminology: An eigenvalue with geometric multiplicity equal to one is called a
simple eigenvalue.

5.1.6 Analytic perturbation theory

Suppose (B,‖ · ‖) is a Banach space over C, and let U be an open neighborhood of
zero in C. A one–parameter family {Lz}z∈U ⊂ Hom(B) is called analytic, if z 7→ Lz
is a holomorphic map from U into Hom(B). We think of such a family as of an
analytic perturbation of L = L0.

We are interested in the effects of analytic perturbations on the spectrum. Of
principle importance to us is the behavior of simple eigenvalues under analytic per-
turbations.

We begin with a basic stability result for projections. Recall that an isomorphism
of a Banach space B is an invertible linear map π : B→ B s.t. π,π−1 are bounded,
and that two maps T,S : B→ B are called similar if there is an isomorphism π s.t.
π−1T π = S.

Lemma 5.1 (Kato). Suppose P : B→ B is a projection on a Banach space. Any
projection Q : B→ B such that ‖Q−P‖< 1 is similar to P.

Proof. First we construct a map U : B→ B which maps kerP into kerQ and ImP
into ImQ: U := (I−Q)(I−P)+QP.
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Since P2 = P,Q2 = Q, UP = QP and QU = QP. Thus

UP = QU.

The only question is whether U is invertible with bounded inverse.
Let V : B→ B be the map V := (I−P)(I−Q)+PQ (which maps kerQ onto kerP

and ImP onto ImQ). This is “almost” an inverse for U :

UV = (I−Q)(I−P)(I−Q)+QPQ = (I−Q)(I−Q−P+PQ)+QPQ

= I−Q−P+PQ−Q+Q+QP−QPQ+QPQ = I−Q−P+PQ+QP

VU = (I−P)(I−Q)(I−P)+PQP = (I−P)(I−P−Q+QP)+PQP

= I−P−Q+QP+PQ−PQP+PQP = I−P−Q+QP+PQ

So UV = VU = I−R, where R := P+Q−QP−PQ. The point is that if ‖P−Q‖ is
small, then ‖R‖ is small, because

R = P2 +Q2−QP−PQ = (P−Q)2.

In particular, if ‖P−Q‖< 1, then I−R is invertible.
Suppose this is the case, then

• Since VU = I−R and ker(I−R) = {0}, kerU = {0}, so U is one-to-one.
• Since UV = I−R and Im(I−R) = B, ImU = B, so U is onto.

It follows that U is invertible. An invertible map on a Banach space has a bounded
inverse (Open Mapping Theorem), so U−1 is bounded, and P,Q are similar. ut

Theorem 5.6. Let {Lz}z∈U be an analytic family of bounded linear operators. If L0
has a simple eigenvalue λ which is separated from the rest of the spectrum of L0 by
a smooth closed simple curve γ , then there exists ε > 0 and holomorphic functions
λ (z) ∈ C,P(z) ∈ Hom(B) defined on {z : |z|< ε} s.t.

1. λ (0) = λ and P(0) =eigenprojection of λ for L0;
2. λ (z) is a simple isolated eigenvalue for Lz, with eigenprojection P(z);
3. λ (z) is separated from Spect(Lz)\{λ} by γ .

(We allow the separating curve to contain λ in its interior or exterior.)

Proof. Let Λ := {(ξ ,z) ∈ C×U : (ξ I− Lz)−1 has a bounded inverse}. This is an
open set, because z 7→ Lz is continuous and because the property of having a bounded
inverse is open in Hom(B).5

5 More precisely: for every operator A, if A has a bounded inverse, then B has a bounded inverse
for all B s.t. ‖B−A‖ is sufficiently small. Here is why: Formally,

B−1 = (A− (A−B))−1 = A−1(I− (A−B)A−1)−1 = A−1
∞

∑
k=0

((A−B)A−1)k.

The last expression defined a bounded operator whenever ‖A−B‖ < 1/‖A−1‖, and this operator
can be checked to be an inverse for B by direct calculation.
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Pick a closed smooth simple curve γ which contains λ0 in its interior and
Spect(L0)\{λ0} in its exterior. Such γ lies inside Res(L0), so ξ I−L0 has a bounded
inverse for all ξ on γ . Since γ is compact, and the existence of a bounded inverse is
an open property, there exists 0 < ε < 1 so small that

(ξ ,z) ∈Λ for all ξ ∈ γ, |z|< ε.

Thus R(ξ ,z) := (ξ I−Lz)−1 is well–defined and bounded for all ξ ∈ γ and |z|< ε .

Step 1. P(z) := 1
2πi
∮

γ
(ξ I−Lz)−1dξ is holomorphic on {z : |z|< ε}.

We claim that (ξ ,z) 7→ R(ξ ,z) is holomorphic on Λ in the sense that it can
be developed into a norm–convergent power series in (ξ − ξ0),(z− z0) near any
(ξ0,z0) ∈Λ .

R(ξ ,z) =
(
ξ0I−Lz0 − [(ξ0−ξ )I +(Lz−Lz0)]

)−1

= R(ξ0,z0)
(
I− [(ξ0−ξ )I +(Lz−Lz0)]R(ξ0,z0)

)−1

=
∞

∑
n=0

R(ξ0,z0)[((ξ0−ξ )I +(Lz−Lz0))R(ξ0,z0)]n,

provided ‖(ξ0− ξ )I + Lz− Lz0‖ < 1/‖R(ξ0,z0)‖. The convergence is uniform in
norm on compact subsets of {(ξ ,z) : ‖(ξ0−ξ )I +Lz−Lz0‖< 1/‖R(ξ0,z0)‖}.

Since z 7→ Lz is holomorphic at z0, it can be expanded into a power series in
(z− z0), and this power series converges in norm uniformly on some closed disc
centered at z0. We substitute this series above, expand, and collect terms. The result
is power series in (z−z0) and (ξ −ξ0) which converges in norm uniformly on some
compact neighborhood V (ξ0,z0) of (ξ0,z0).

Collecting the terms which multiply (z− z0)n, we are led to the following series
expansion for R(ξ ,z) on V (ξ0,z0):

R(ξ ,z) = R(ξ0,z0)+
∞

∑
n=1

An(ξ )(z− z0)n, (5.4)

where An(ξ ) are operator valued functions which are holomorphic on {z : |z− z0|<
ε} for some ε = ε(ξ0,z0). This is sometimes called the “second Neumann series”
(the first Neumann series is (5.3)).

Now cover the compact set {(ξ ,z) : ξ ∈ γ, |z|< ε} by neighborhoods V (ξ ,z) as
above. By compactness, finitely many neighborhoods suffice, and the result is that
there exists ε > 0 so small that for all ξ on γ and |z|< ε ,

R(ξ ,z) = R(ξ0,z0)+
∞

∑
n=1

An(ξ )(z− z0)n,

where An(ξ ) are continuous on γ and the series on the right converges uniformly in
norm.
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Integrating over γ , we see that P(z) has a norm convergent power series expan-
sion of the form P(ξ ,z) = P(ξ0,z0)+(2πi)−1

∑n≥1(z− z0)n ∮
γ

An(ξ )dξ . ♦

Claim 2. For all z sufficiently close to zero, P(z) is an eigenprojection of a simple
eigenvalue λ (z) of Lz.

Since γ and ε were constructed so that γ ⊂ Res(Lz) for all |z| < ε , γ separates
the part of the spectrum of Lz inside γ (denoted by σin(z)) from the part of the
spectrum of Lz outside γ (denoted by σout(z)). By Theorem 5.5, P(z) is a projection,
Spect(Lz|ImP(z)) = σin(z), and Spect(Lz|kerP(z)) = σout(z).

We claim that if |z| is sufficiently small, then σin(z) consists of a single point
λ (z), and that λ (z) is a simple eigenvalue of Lz.

Since z 7→ P(z) is continuous, Lemma 5.1 and a compactness argument imply
that P(z) is similar to P(0) for all |z| sufficiently small. Now P(0) is by definition
the eigenprojection of L0, which by assumption, satisfies dimImP(0) = 1. It follows
that dimImP(z) = 1 for all |z| sufficiently small.

Let ImP(z) = span{xz}. Since ImP(z) is Lz–invariant, Lzxz = λ (z)xz for some
λ (z)∈C. It follows that σin(z) = Spect(Lz|ImP(z)) = {λ (z)}, where λ (z) is an eigen-
value. Moreover P(z) is the eigenprojection of λ (z). Since dimImP(z) = 1, λ (z) is
simple. �

Step 3. λ (z) is holomorphic on {z : |z|< ε}.

Fix some |z0| < ε . We saw that dimImP(z0) = 1, so there exists some v ∈ B s.t.
x0 := P(z0)v 6= 0. Choose some f ∈B∗ s.t. f (x0) 6= 0. Since f [P(z)v] is holomorphic,
it is non-zero on some neighborhood of z0. The identity

λ (z) =
f (LzP(z)v)
f (P(z)v)

shows that λ (z) is holomorphic on a neighborhood of z0. ut

5.2 Quasi-compactness for Ruelle operators

5.2.1 Quasi-compactness and Hennion’s Theorem

Definition 5.6. Let B be a Banach space, and L : B→ B a bounded linear operator
with spectral radius ρ(L). We say that L is quasi–compact, if there exists 0 < ρ <
ρ(L) and a decomposition B = F⊕H where

1. F,H are closed and L–invariant: L(F)⊆ F , L(H)⊆ H;
2. dimF < ∞ and all the eigenvalues of L|F are larger than or equal to ρ;
3. the spectral radius of L|H is strictly less than ρ .

The origin of the term “quasi–compact” is the following: Let π : B→ F denote
the projection onto F parallel to H (i.e. π(x) ∈ F,(I − π)(x) ∈ H for all x ∈ B),
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and set P := Lπ , N := L(I − π). Then PN = NP = 0, so Ln = Pn + Nn. Now
‖Pn(x)‖ ≥ ρn‖π(x)‖ and ‖Nn(x)‖ = o(ρn)‖x‖, thus if L is quasi compact then
Ln = Pn+negligible error, where P is a compact operator.6

In the special case when L has a unique eigenvalue λ of maximal modulus, and
this eigenvalue is simple, we can choose the decomposition B = F ⊕H in such
a way that F is the one–dimensional eigenspace of λ and 0 < ρ < |λ | satisfies
Spect(L)⊂ {z : |z| ≤ ρ}∪{λ}. In this case π is the eigenprojection of λ and we get
the following simple asymptotic formula for Ln:

Ln = λ
n
π +O(ρn) as n→ ∞ (0 < ρ < |λ |).

This situation is often called spectral gap, because in this case there is a gap between
the leading eigenvalue of L and the rest of its spectrum.

In general, the quasi-compactness of an operator depends on the Banach space
it is acting on. The main tool for constructing a Banach space on which Ruelle’s
operator Lφ acts quasi-compactly is the following theorem which emerged out of
the works of Doeblin & Fortet, Ionescu–Tulcea & Marinescu, and (in the version
presented below) Hennion.

Recall that a semi–norm on a vector space V is a real valued function v 7→ ‖v‖′
on V s.t. (a) ‖v‖′ ≥ 0, (b)‖λv‖′ = |λ |‖v‖′, and (c) ‖u+v‖′ ≤ ‖u‖′+‖v‖′. But we do
not require that ‖v‖′ = 0⇒ v = 0.

Theorem 5.7 (Hennion). Suppose (B,‖ · ‖) is a Banach space and L : B→ B is a
bounded linear operator with spectral radius ρ(L) for which there exists semi–norm
‖ · ‖′ s.t.:

1. ‖ · ‖′ is continuous on B;
2. there exists M > 0 s.t. ‖L f‖′ ≤M‖ f‖′ for all f ∈ B;
3. for any sequence of fn ∈ B, if sup‖ fn‖ < ∞ then there exists a subsequence
{nk}k≥1 and some g ∈ B s.t. ‖L fnk −g‖′ −−−→

k→∞
0;

4. there are k ≥ 1, 0 < r < ρ(L), and R > 0 s.t.

‖Lk f‖ ≤ rk‖ f‖+R‖ f‖′. (5.5)

Then L is quasi compact

Before giving the proof, we first show how this theorem can be applied in the context
of Ruelle operators.

6 An operator Q on a Banach space B is called compact if for every bounded sequence {xn}n≥1 of
elements of B, {Q(xn)}nk≥1 has a convergence subsequence.
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5.2.2 Application to Ruelle operators of potentials with Gibbs
measures

Let X be a topologically mixing TMS with the BIP property, and let φ : X → R
denote a function such that there are constants 0 < θ < 1, Aφ > 0 s.t.

varnφ ≤ Aφ θ
n for all n≥ 1,

and such that PG(φ) < ∞. Under these assumptions φ has a Gibbs measure in the
sense of Bowen, which we denote by m.

Let t(x,y) := min{n ≥ 0 : xn 6= yn}, and define for f : X → C, Lip( f ) :=
sup{| f (x)− f (y)|/θ t(x,y) : x0 = y0}. The following space is a Banach space (check!):

B := { f : X → C : ‖ f‖ := Lip( f )+‖ f‖∞ < ∞}. (5.6)

Theorem 5.8 (Aaronson & Denker). Lφ : B → B is a bounded linear operator,
and its spectrum consists of a simple eigenvalue equal to expPG(φ) and a compact
subset of {z ∈C : |z| ≤ ρ} for some ρ < expPG(φ).

Proof. We assume without loss of generality that PG(φ) = 0.

Step 1. Lφ : B→ B is quasi-compact.

We let ‖ · ‖′ := ‖ · ‖L1(m) where m is the Gibbs measure of φ , and check the condi-
tions of Hennion’s theorem. It is clear that ‖ · ‖′ ≤ ‖ · ‖ ≡ Lip(·)+‖ · ‖∞, so ‖ · ‖′ is
continuous on B and condition 1 holds.

To see (2), we use the fact that m = hν where L∗
φ

ν = ν , Lφ h = h, and we recall
that if X has the BIP property, then there is a constant C > 1 s.t. C−1 < h < C. We
have ‖Lφ f‖′ ≤

∫
Lφ | f |hdν ≤C

∫
| f |dν ≤C2‖ f‖L1(m) = C2‖ f‖′.

It is convenient to prove condition 4 before condition 3. Fix some k (to be deter-
mined later). We need the following estimate:

sup
x∈[a0,...,an−1]

| f (x)| ≤ 1
m[a]

∫
[a]
| f |dm+θ

nLip( f ).

To see this start from the inequality | f (x)| ≤ | f (y)|+θ nLip( f ) valid for every x,y ∈
[a0, . . . ,an−1], fix x and average over y ∈ [a]. Suppose f ∈ B, we estimate ‖Lk

φ
f‖:

Estimation of ‖Lk
φ

f‖∞: We use the Gibbs property m[x0, . . . ,xk−1] = G±1 expφk(x)
and the notation Pk(a) := {(p0, . . . , pk−1) : (px0) is admissible}. For all x ∈ X ,
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|(Lk
φ f )(x)| ≤ ∑

p∈Pk(x0)

eφk(px)| f (px)|

≤ ∑
p∈Pk(x0)

Gm[p]

(
1

m[p]

∫
[p]
| f |dm+θ

kLip( f )

)
≤ G‖ f‖L1(m) +Gθ

k‖ f‖. (5.7)

Estimation of Lip(Lk
φ

f ): Suppose x0 = y0 = a,

|(Lk
φ f )(x)− (Lk

φ f )(y)| ≤ ∑
p∈Pk(a)

∣∣∣eφk(px) f (px)− eφk(py) f (py)
∣∣∣

= ∑
p∈Pk(a)

eφk(px) ∣∣ f (px)− f (py)
∣∣+ ∑

p∈Pk(a)

eφk(py)
∣∣∣eφk(px)−φk(py)−1

∣∣∣ | f (py)|

≤ ∑
p∈Pk(a)

Gm[p]Lip( f )θ k+t(x,y)

+ ∑
p∈Pk(a)

Gm[p]

(
1

m[p]

∫
[p]
| f |dm+θ

kLip( f )

)∣∣∣eφk(px)−φk(py)−1
∣∣∣

Now |φk(px)− φk(py)| ≤ ∑
k−1
j=0 Aφ θ k+t(x,y)− j ≤ Aφ

1−θ
· θ t(x,y). Fix a constant C s.t.

|eδ −1| ≤C|δ | for all |δ | ≤ Aφ /(1−θ), then∣∣∣eφk(px)−φk(py)−1
∣∣∣≤ CAφ

1−θ
·θ t(x,y) =: Cφ θ

t(x,y).

Thus |(Lk
φ

f )(x)−(Lk
φ

f )(y)| ≤ θ t(x,y)
[
Gθ kLip( f )+GCφ (‖ f‖L1(m) +θ kLip( f ))

]
, so

Lip(Lk
φ f )≤ G(1+Cφ )θ kLip( f )+GCφ‖ f‖L1(m). (5.8)

Putting (5.7) and (5.8) together, we see that

‖Lk
φ f‖ ≤ G(2+Cφ )θ k‖ f‖+GCφ‖ f‖′.

Since ‖ · ‖′ ≤ ‖ · ‖, this inequality with k = 1 shows that Lφ : B→ B is bounded.
We also see that ‖Lk

φ
‖ = O(1) as k→ ∞, whence the spectral radius of Lφ is no

larger than one. Since G(2 +Cφ )θ k −−−→
k→∞

0, one can choose k so large that r :=

G(2+Cφ )θ k < ρ(Lφ ), and condition 4 holds.

Next we check condition 3: Suppose sup‖ fn‖< ∞. By what we just proved, C :=
sup‖Lφ fn‖< ∞, so then {Lφ fn}n≥1 is uniformly bounded and equicontinuous (even
equi-Lipschitz). By the Arzela–Ascoli theorem, there is a subsequence nk ↑ ∞ s.t.
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Lφ fnk −−−→k→∞
f pointwise. The limit belongs to B and satisfies ‖Lφ f‖ ≤ 2C, because

Lip( f ) ≤ supLip( fn) ≤ C and ‖ f‖∞ ≤ sup‖Lφ fn‖∞. By the bounded convergence
theorem, ‖Lφ fnk − f‖′ =

∫
|Lφ fnk − f |dm−−−→

k→∞
0.

Having checked all the conditions in Hennion’s theorem, we can now deduce that
Lφ is quasi–compact. ♦

Step 2. λ = 1 is a simple eigenvalue for Lφ .

We know that Lφ h = h where h is the eigenfunction given by the GRPF theorem.
This function belongs to B, because as we have already remarked the BIP property
of X forces h to be bounded away from zero an infinity, and because

vark[logh]≤ sup
n

varn+kφn = O(θ k),

whence (since infh > 0), varkh = O(θ k). Thus one is an eigenvalue of Lφ .
Recall that m = hν where h,ν are eigenvectors of Lφ , and let P : B→ B denote

the operator

P f := h
∫

f dν .

Since h ∈ B and ν(X) < 1/ infh, P is a bounded linear operator. It is easy to verify
that P2 = P and that PLφ = Lφ P. P is useful for us because of the following limit
theorem: ∥∥∥Ln

φ f −P f
∥∥∥

L1(ν)
−−−→
n→∞

0 for all f ∈ L1(m).

This is a result of the exactness of m, Lin’s Theorem, and the fact that the transfer
operator of m = hν is the operator f 7→ h−1Lφ (h f ).

To show that λ = 1 is simple, we first we claim that the geometric multiplicity is
equal to one. This is because if f ∈ B is some other eigenvector, then

‖ f −P f‖L1(ν) = ‖Ln
φ f −P f‖L1(ν) −−−→n→∞

0,

whence f = P f m–almost everywhere (ν ∼ m). Since f ,P f are continuous, and m
has global support, f = P f proving that f is proportional to h.

Next we claim that the algebraic multiplicity of λ = 1 is equal to one. Let V
denote the eigenspace of 1. Since Lφ is quasi-compact, V is finite dimensional. If
dim(V ) > 1, then V has a basis in which Lφ : V → V acts like a Jordan block with
ones on the diagonal. The powers of such a matrix are not bounded, therefore there
must exists some function f ∈V s.t. ‖Ln

φ
f‖→∞. But this is not the case because as

we have already seen above, ‖Lk
φ
‖= O(1). ♦

Step 3. λ = 1 is the only point of the spectrum of Lφ which lies on the unit circle.

Suppose there were some other eiθ ∈ Spect(Lφ ). Since Lφ is quasi-compact, and
|eiθ |= 1 =spectral radius of Lφ , eiθ is an eigenvalue. Let f ∈ B be an eigenfunction:
Lφ f = eiθ f , f 6= 0. Applying P to both sides, using the identity PLφ = P, we see
that P f = eiθ P f whence, since eiθ 6= 1, P f = 0. It follows that
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‖Ln
φ f‖L1(ν) = ‖Ln

φ f −P f‖L1(ν) −−−→n→∞
0.

But ‖Ln
φ

f‖L1(ν) = ‖einθ f‖L1(ν) = ‖ f‖L1(ν), so this implies that ‖ f‖L1(ν) = 0, whence
f = 0 a.e., whence f = 0 in contradiction to our assumptions. ut

Remark: In the absence of the BIP property, it is not true that the Ruelle operator
of a general φ : X→R such that PG(φ) < ∞ and varnφ ≤ const.θ n (n≥ 1) acts with
a spectral gap on a (non–trivial) Banach space. But this case be shown to be the case
for “most” φ : X → R is some sense which can be made precise.

5.2.3 Proof of Hennion’s Theorem

It is enough to prove the theorem in the case k = 1 (explain why!), so henceforth we
assume that (5.5) holds with k = 1.

Fix r < ρ ≤ ρ(L), and let A(ρ,ρ(L)) := {z ∈C : ρ ≤ |z| ≤ ρ(L)} (an annulus).
The plan of the proof is to show that for all z ∈ A(ρ,ρ(L)),

• K(z):=
⋃

`≥0
ker(zI−L)` is finite dimensional, and I(z):=

⋂
`≥0

Im(zI−L)` is closed;

• K(z), I(z) are L–invariant and B = K(z)⊕ I(z);
• (zI−L) : I(z)→ I(z) is a bijection with bounded inverse;
• the set of λ ∈ A(ρ,ρ(L)) s.t. K(λ ) 6= {0} is finite, non–empty.

In particular, the intersection of the spectrum of L with the annulus A(ρ,ρ(L)) is
a finite set of eigenvalues λ1, . . . ,λt with finite multiplicity (because if z is not an
eigenvalue, then K(z) = 0, whence B = I(z), whence (zI−L) : B→ B is a bijection
with a bounded inverse).

Once we have this spectral information, we let {λ1, . . . ,λt} denote the eigenval-
ues of L in A(ρ,ρ(L)) and form

F :=
t⊕

i=1

K(λi) , H :=
t⋂

i=1

I(λi).

By the properties of K(z), I(z) mentioned above, F,H are L–invariant, F is finite di-
mensional, and H is closed. We will show, using standard linear algebra techniques,
that B = F⊕H, that the eigenvalues of L|F are λ1, . . . ,λt , and that the spectral radius
of L|H is less than ρ .

The double norm inequality (5.5) and the semi–norm ‖ · ‖′ are utilized through
the following statement, which is the main technical tool:

Conditional Closure Lemma: Fix |z| > r and let {gn}n≥1 be a sequence in B s.t.
gn = (zI−L) fn has a solution fn ∈ L for all n. If gn

B−−−→
n→∞

g and sup‖ fn‖< ∞, then

{ fn}n≥1 has a subsequence which converges in B to a solution f of g = (zI−L) f .

Proof. Starting from the equation (gn−gm) = (zI−L)( fn− fm), we see that
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|z|‖ fn− fm‖= ‖(gn−gm)+L( fn− fm)‖ ≤ ‖gn−gm‖+ r‖ fn− fm‖+R‖ fn− fm‖′.

Rearranging terms, we obtain

‖ fn− fm‖ ≤
1
|z|− r

[
‖gn−gm‖+‖ fn− fm‖′

]
. (5.9)

1. ‖gn−gm‖ tends to zero as n,m→ ∞, because gn
B−−−→

n→∞
g.

2. To deal with ‖ fn− fm‖′ we start again from gn = (zI−L) fn and deduce

|z| · ‖ fn− fm‖′ ≤ ‖gn−gm‖′+‖L fn−L fm‖′.

Since sup‖ fn‖ < ∞, there is a subsequence {L fnk}k≥1 s.t. ‖L fnk − h‖′ → 0 for
some h ∈ B. Since ‖ · ‖′ is continuous, ‖gnk − g‖′ → 0. Thus ‖ fnk − fmk‖′ ≤
1
|z|
(
‖gnk −gmk‖′+‖L fnk −L fmk‖′

)
−−−−→
k,`→∞

0.

Returning to (5.9), we see that ‖ fnk− fn`
‖ −−−−→

k,`→∞
0, so ∃ f ∈ B s.t. fnk

B−−−→
k→∞

f . Since

zI−L is continuous, g = (zI−L) f . ♦

We also need the following well–known fact:

Riesz Lemma: Let (V,‖ · ‖) be a normed vector space, and suppose U ⊆ V is a
subspace. If U 6= V , then for every 0 < t < 1 there exists v ∈ V s.t. ‖v‖ = 1 and
dist(v,U)≥ t.

Proof. Fix v0 ∈V \U , and construct u0 ∈U s.t. dist(v0,U)≤‖v0−u0‖≤ 1
t dist(v0,U).

Calculating, we see that for every u ∈U ,∥∥∥∥ v0−u0

‖v0−u0‖
− u
‖v0−u0‖

∥∥∥∥=
‖v0− (u0 +u)‖
‖v0−u0‖

≥ dist(v0,U)
1
t dist(v0,U)

= t.

Since this holds for all u ∈U , v := (v0−u0)/‖v0−u0‖ is as required. ♦

We are now ready for the proof. Define, as before, K(z) :=
⋃

`>0 ker(zI− L)`,
I(z) :=

⋂
`>0 Im(zI−L)`.

Step 1. Suppose |z|> r, then

1. ker(zI−L)` is finite dimensional for all `;
2. Im(zI−L)` is closed for all `;
3. there exists m s.t. K`(z) = K(z) and I`(z) = I(z).

Proof. Fix z s.t. |z|> r.
Set K` := ker(zI−L)`. We show by induction that dimK` < ∞ for all `. Suppose

by way of contradiction that dimK1 = ∞. Using the Riesz Lemma with t = 1/2, it
is not difficult to construct fn ∈ ker(zI−L) s.t. ‖ fn‖ = 1 and ‖ fn− fm‖ ≥ 1/2 for
all n 6= m. We have for all n, sup‖ fn‖< ∞ and (zI−L) fn = 0, so by the conditional
closure lemma { fn}n≥1 contains a convergent sequence. But this cannot be the case,
so we get a contradiction which proves that dimK1 < ∞.



5.2 Quasi-compactness for Ruelle operators 123

contradiction that dimK`+1 = ∞, then ∃ fn ∈ ker(zI−L)`+1 s.t. ‖ fn‖= 1 and ‖ fn−
fm‖ ≥ 1/2 for n 6= m. By construction gn := (zI−L) fn ∈ K`, and ‖gn‖ ≤ |z|+‖L‖.
The unit ball in K` is compact, because dimK` < ∞ by the induction hypothesis,
so ∃nk ↑ ∞ s.t. gnk converges in norm. By the conditional closure lemma, ∃nk`

s.t.
{ fnk`
} converges in norm. But this cannot be the case because ‖ fn− fm‖≥ 1/2 when

n 6= m. So dimK`+1 must be finite.

We show that I` := Im(zI− L)` is closed for all `. Again we use induction on
`, except that this time we start the induction at ` = 0, with the understanding that
(zI−L)0 = I.

I0 = B is closed. Suppose by induction that I` is closed. We have to show that for
every sequence of functions gn ∈ (zI−L)I`, if gn→ g, then g ∈ (zI−L)I`.

Write
gn = (zI−L) fn, fn ∈ I`.

We are free to modify fn by subtracting arbitrary elements of K1∩ I`. For example,
we may subtract the closest element to fn in K1∩ I` (the closest element exists since
dimK1 < ∞ and I` is closed). Thus we may assume without loss of generality that
‖ fn‖= dist( fn,K1∩ I`).

We claim that sup‖ fn‖ < ∞. Otherwise, ∃nk ↑ ∞ s.t. ‖ fnk‖ → ∞, and then
gnk/‖ fnk‖→ 0 (because gnk → g). But

gnk

‖ fnk‖
= (zI−L)

f
‖ fnk‖

so ∃nk`
↑ ∞ s.t. fnk`

/‖ fnk`
‖ → h where (zI−L)h = 0 (conditional closure lemma).

Since fn ∈ I` and I` is closed, h ∈ I`. Thus fnk`
/‖ fnk`

‖toh ∈ K1 ∩ I`. But this is
impossible, since we have constructed fn so that dist( fn/‖ fn‖,K1) = 1 for all n.
This contradiction shows that sup‖ fn‖< ∞.

Since sup‖ fn‖< ∞, the conditional closure lemma provides a subsequence nk ↑∞

s.t. fnk → f where g = (zI−L) f . The limit f belongs to I`, because fn ∈ I` and I` is
closed. Thus g ∈ (zI−L)I` ≡ I`+1 as required.

We show that K(z) = K` for some `. By definition, K1 ⊆ K2 ⊆ ·· · , so if the
assertion is false, then K1 ( K2 ( · · · . Construct, using the Riesz lemma a sequence
of vectors fn ∈ Kn s.t. ‖ fn‖= 1 and dist( fn,Kn−1)≥ 1

2 . So { fn}n≥1 is 1
2 –separated.

We claim that for every m ∈ N, {Lm fn}n≥1 is 1
2 |z|

m+1–separated. To show this
we write

z−mLm fn+k− z−mLm fn = fn+k−
[
(I− z−mLm) fn+k + z−mLm fn

]
,

and show that the term in the brackets belongs to Kn+k−1. This means that ‖Lm fn+k−
Lm fn‖ ≥ |z|mdist( fn+k,Kn+k−1)≥ |z|m+1/2.

We begin with two trivial observations on K`. Firstly, L(K`) ⊆ K`−1 (because
L(zI−L)` = (zI−L)`L). Secondly, (zI−L)K` ⊆ K`−1. The first observation shows
that Lm fn ∈ Kn. The second observation shows that



124 5 Spectral Gap

(I− z−mLm) fn+k =
m−1

∑
j=0

z− jL j(I− z−1L) fn+k ∈
m−1

∑
j=0

L jKn+k−1 ⊆ Kn+k−1.

Thus the term in the brackets belongs to Kn+k−1, and ‖Lm fn+k−Lm fn‖ ≥ 1
2 |z|

m+1.
We obtain a contradiction to this fact as follows. Recall that we are assuming that

(5.5) holds with k = 1. Iterating, we get for all m and f ∈ B,

‖Lm f‖ ≤ rm‖ f‖+R
m

∑
j=1

r j‖Lm− j f‖′.

Applying this to L fk−L f` we get

‖Lm+1 fk−Lm+1 f`‖ ≤ rm‖L fk−L f`‖+R
m

∑
j=1

r j‖Lm− jL fk−Lm− jL f`‖.′

≤ 2‖L‖rm +R
m

∑
j=1

r jMm− j‖L fk−L f`‖′,

Since sup‖ fn‖ < ∞, ∃nk ↑ ∞ s.t. ‖L fnk − h‖′→ 0 for some h ∈ B. This means that
for all ε > 0, we can find ` 6= k so large that

‖Lm+1 fnk −Lm+1 fn`
‖ ≤ 2‖L‖rm + ε.

Choosing m so large that 2‖L‖rm < 1
4 |z|

m+1 and ε < 1
4 |z|

m+1, we obtain nk 6= n`

s.t. ‖Lm+1 fnk −Lm+1 fn`
‖ < 1

2 |z|
m+1. But this is impossible, because {Lm fn}n≥1 is

1
2 |z|

m+1–separated.
This proves that the sequence K1 ⊆ K2 ⊆ ·· · stabilizes eventually. A similar ar-

gument, applied to I1 ⊇ I2 ⊇ ·· · shows that that sequence also eventually stabilizes
(Problem ??). ♦

Step 2. LK(z)⊆ K(z), LI(z)⊆ I(z), and B = K(z)⊕ I(z).

Proof. The first two statements are obvious, we show the third. The previous step
shows that for some m, K(z) = K`, I(z) = I` for all `≥m, so it’s enough to show that
B = Km⊕ Im.

B = Km + Im: Suppose f ∈ B, then (zI−L)m f ∈ Im = I2m (∵ 2m > m), so ∃g ∈ B
s.t. (zI−L)m f = (zI− f )2mg. We have f = [ f −(zI−L)mg]+(zI−L)mg∈Km + Im.

Km∩ Im = {0}: Suppose f ∈ Km∩ Im, then f = (zI−L)mg for some g ∈ B. Nec-
essarily (zI− L)2mg = (zI− L)m f = 0, so g ∈ K2m. But K2m = Km, so g ∈ Km. It
follows that f = (zI−L)mg = 0. ♦

Step 3. (zI−L) : I(z)→ I(z) is a bijection with bounded inverse.

Proof. Let m be a number s.t. I(z) = Im,K(z) = Km. (zI−L) is one-to-one on I(z),
because ker(zI − L)∩ I(z) ⊆ K1 ∩ Im ⊆ Km ∩ Im = {0}. (zI − L) is onto I(z), be-
cause (zI−L)I(z) = (zI−L)Im = Im+1 = Im = I(z). Thus (zI−L) : I(z)→ I(z) is a
bijection.
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Since I(z) is a closed subset of a Banach space, (I(z),‖·‖) is complete. The open
mapping theorem says that any bijection between Banach spaces is open, therefore
its inverse is continuous, whence bounded. ♦

Step 4. K(z) = 0 for all but at most finitely many z ∈ A(ρ,ρ(L)). K(z) 6= 0 for at
least one z s.t. |z|= ρ(L).

Proof. Suppose by way of contradiction that K(z) 6= {0} for infinitely many different
points zi ∈ A(ρ,ρ(L)) (i≥ 1). Since A(ρ,ρ(L)) is compact, we may assume w.l.o.g.
that zn −−−→

n→∞
z ∈ A(ρ,ρ(L)).

Since K(zn) 6= 0, ker(znI− L) 6= 0. Let Fn := ker(z1I− L)⊕ ·· · ⊕ ker(znI− L),
then F1 ( F2 ( F3 ( · · · . We now argue as in step 1. By the Riesz Lemma, ∃ fn ∈ Fn
s.t. ‖ fn‖= 1 and dist( fn,Fn−1)≥ 1

2 . Using the decomposition

Lm fn+k−Lm fn = zm
n+k fn+k− zm

n fn

we see that ‖Lm fn+k−Lm fn‖≥ dist(zm
n+k fn+k,Fn)≥ 1

2 |zn+k|m ≥ 1
2 ρm. But this leads

to a contradiction exactly as in step 1.
Thus {z ∈ A(ρ,ρ(L)) : K(z) 6= 0} is finite. Next we claim that it contains an

element on {z : |z| = ρ(L)}. Otherwise, ∃ρ ′ < ρ(L) s.t. K(z) = 0 for all |z| ≥ ρ ′.
This means that I(z) = B for all |z| ≥ ρ ′, whence by the previous step, (zI−L) has
a bounded inverse for all |z| ≥ ρ ′. It follows that the spectral radius of L is less than
or equal to ρ ′. But this is not the case, because ρ ′ < ρ(L). ♦

Step 5. Let λ1, . . . ,λt denote the complete list of different eigenvalues of L in
A(ρ,ρ(L)), then

F :=
t⊕

i=1

K(λi)

is a direct sum, dimF < ∞, L(F)⊆ F , and the eigenvalues of L|F are λ1, . . . ,λt .

Proof. Suppose vi ∈ K(λi)\{0} and ∑αivi = 0. We have to show that α j = 0 for all
j. Suppose by way of contradiction that α j 6= 0 for some j.

Find, using step 1, an m≥ 1 s.t. K(λi) = ker(λiI−L)m, and set pi(z) := (λi−z)m.
For every j, let q j(z) := ∏i6= j pi(z), then q j(L)vi = 0 for all i 6= j, and so

0 = q j(L)

(
∑

i
αivi

)
= α jq j(L)v j.

Since α j 6= 0, q j(L)v j = 0.
The polynomials q j(z), p j(z) have no zeroes in common, so they are relatively

prime. Find polynomials a(z),b(z) s.t. a(z)p j(z) + b(z)q j(z) = 1. Evaluating the
expression on the right at L and applying it to v j we get that v j = 0, contrary to our
assumptions.

Thus the sum defining F is direct. The remaining statements are obvious conse-
quences of steps 1 and 4.

Step 6. H :=
⋂t

i=1 I(λi) is closed, L(H)⊆ H, and B = F⊕H.



126 5 Spectral Gap

Proof. H is closed and L–invariant because I(λi) are closed and L–invariant (step 1).
For every i = 1, . . . , t B = K(λi)⊕H(λi) (step 2), so there exist projection oper-

ators πi : B→ K(λi) s.t. for every f ∈ B,

πi( f ) ∈ K(λi) and (I−πi)( f ) ∈ I(λi).

We have

1. πiL = Lπi, because LK(λi)⊆ K(λi),LI(λi)⊆ I(λi);
2. i 6= j⇒ πiπ j = 0: Suppose u ∈ B, and let v := π j(u). Then v ∈ K(λ j), so ∃m s.t.

(λ jI−L)mv = 0. We have

(λ j−λi)mv+
m

∑
k=1

(
m
k

)
(λ j−λi)k(λiI−L)mv = (λiI−L)mv = 0,

whence v =−(λ j−λi)−m
∑

m
k=1
(m

k

)
(λ j−λi)k(λiI−L)m−kv. Iterating this identity

we see that for every `

v =

[
−(λ j−λi)−m

m

∑
k=1

(
m
k

)
(λ j−λi)k(λiI−L)m−k

]`

v ∈ Im(λiI−L)`,

whence v ∈ I(λi)⊆ kerπi. It follows that (πi ◦π j)(u) = πi(v) = 0.

We can now show that B = F⊕H. Every f ∈ B can be decomposed into

t

∑
i=1

πi( f )+

(
f −

t

∑
i=1

πi( f )

)
.

The left summand is in F , the right summand is in
⋂t

i=1 kerπi =
⋂n

i=1 I(λi) = H.
Thus B = F +H. On the other hand F∩H = {0}, because if f ∈ F∩H, then πi( f ) =
0 for all i (because f ∈ H), whence f = 0 (because f ∈ F) ♦

Step 7. The spectral radius of L|H is less than or equal to ρ .

Proof. It is enough to show that (zI− L) : H → H has a bounded inverse for all
|z| ≥ ρ . Fix such a z, and let h be some element of H.

Suppose z 6∈ {λ1, . . . ,λt}, then K(z) = {0} so I(z) = B. By step 3, (zI−L) : B→B
is invertible with bounded inverse.

Now suppose z = λi for some i. Recall that (λiI−L) : I(λi)→ I(λi) is an isomor-
phism, so ∃! f ∈ I(λi) s.t. h = (λiI−L) f . We show that f belongs to H, by checking
that π j( f ) = 0 for all j. This is clear for j = i (because f ∈ I(λi) = kerπi). If j 6= i,
then

0 = π j(h) = π j(λiI−L) f = (λiI−L)π j( f ),

so π j( f ) ∈ K(λi)∩K(λ j) = {0}. Thus f ∈
⋂

kerπ j = H. We see that ∃! f ∈ H s.t.
h = (zI−L) f . It follows that (zI−L) : H → H is invertible. Since H is closed, H
is a Banach space and the inverse mapping theorem says that the inverse of (zI−L)
must be bounded. ♦
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In summary, B = F⊕H where F,H are L–invariant spaces such that (a) F is finite
dimensional, (b) H is closed, (c) all the eigenvalues of L|F have modulus larger than
or equal to ρ , and (d) the spectral radius of L|H is less than or equal to ρ . �

5.3 Implications of spectral gaps

In this section we discuss several applications of spectral gaps to the theory of Gibbs
measures.

5.3.1 Exponential decay of correlations

Suppose X ,Y are two measurable random variables on a general probability space
(Ω ,F ,µ). Suppose X ,Y have finite variance. The covariance of X ,Y is

Cov(X ,Y ) := E[(X−E(x))(Y −E(Y ))]≡ E(XY )−E(X)E(Y ).

The correlation coefficient of X ,Y is

ρ(X ,Y ) :=
Cov(X ,Y )√

E((X−E(X)2)E((Y −E(Y )2)
.

Note that if X and Y have a tendency to deviate from their means in the same di-
rection, then Cov(X ,Y ) would tend to be positive, if X ,Y tend to deviate from their
means in opposite directions then Cov(X ,Y ) would tend to be negative, and if there
is little correlation between the directions of deviations then |Cov(X ,Y )| would tend
to be small. Thus Cov(X ,Y ) contains information on the correlation between X and
Y . The correlation coefficient is just a normalization of the covariance which makes
it take values in [−1,1] (Cauchy-Schwarz).

Theorem 5.9 (Ruelle). Suppose m is a Gibbs measure for a locally Hölder contin-
uous function φ : X → R with finite pressure, on a topologically mixing TMS with
the BIP property. Let B denote the Banach space in (5.6). For every f ,g ∈ B,

Cov( f ,g◦T n)−−−→
n→∞

0 exponentially fast.

Proof. W.l.o.g. that PG(φ) = 0. Write m = hν , where h,ν are the eigenfunctions of
Ruelle’s operator s.t.

∫
hdν = 1. Since X has the BIP property, h is bounded away

from zero and infinity, so ν(X) < ∞ we normalize ν and h to have ν(X) = 1. The
transfer operator of m is T̂ : f 7→ h−1Lφ ( f h).

It is enough to prove the theorem for f ,g with zero intergals. For such functions
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Cov( f ,g◦T n) =
∫

f g◦T ndm =
∫

h−1Ln
φ ( f h)gdm =

∫
Ln

φ ( f h)gdν

≤ ‖Ln
φ ( f h)‖∞‖g‖∞ ≤ ‖Ln

φ ( f h)‖‖g‖∞.

We saw in the course of the proof of theorem 5.8 that h ∈ B. It is not difficult to
see ‖ f h‖ ≤ ‖ f‖‖h‖ < ∞, so f h ∈ B. Since Lφ : B→ B is quasi–compact with no
eigenvalues on {z : |z|= 1} other than a simple eigenvalue at one, we can write

Lφ = π +N

where π : f 7→ h
∫

f dν is the eigenprojection of λ = 1, and N is an operator s.t.
Nπ = πN = 0 and ρ(N) < 1. Fix some ρ(N) < κ < 1, then ‖Nn‖= O(κn), and so

‖Ln
φ ( f h)‖= ‖π( f h)+Nn( f h)‖= O(κn)‖ f h‖,

because π( f h) = h
∫

f hdν = h
∫

f dm = 0. We see that |Cov( f ,g◦T n) = O(κn). ut

5.3.2 The central limit theorem

The central limit theorem is a statement on convergence in distribution to the normal
(or Gaussian) distribution. We review these probabilistic notions.

Suppose (Ω ,F ,P) is a probability space. A (real valued) random variable on Ω

is an F–measurable function X : Ω → R. The distribution function of X is

FX (t) := P[X < t].

The following properties are automatic:

1. FX is non–decreasing and takes values in [0,1];
2. FX is continuous from the left: FX (t)−−−→

t→a−
FX (a);

3. FX (t)−−−→
t→−∞

0, FX (t)−−→
t→∞

1

Any function F : R→ [0,1] like that is called a distribution function.7

Definition 5.7. Let Xn,Y be real valued random variables (possibly on different
probability spaces). We say that Xn converges in distribution to Y , and write
Xn

dist−−−→
n→∞

Y , if P[Xn < t]−−−→
n→∞

P[Y < t] for all t where FY (·) is continuous.

(The reason we only ask for FXn(t) to converge to FY (t) at points where FY (·) is
continuous, is to deal with examples such as Xn ≡ 2− 1

n ,Y ≡ 2. We would like to

say that Xn
dist−−−→

n→∞
Y , eventhough FXn(2) = 1 6→ 0 = FY (2).)

7 Some people prefer to define the distribution function of a random variable by the formula
FX (t) := P[X ≤ t], and then replace the requirement of continuity from the left by the require-
ment of continuity from the right.
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The normal distribution (or Gaussian distribution) with mean µ ∈ R and vari-
ance σ2 > 0 is the following distribution function:

N(µ,σ2)(t) :=
1√

2πσ2

∫ t

−∞

e−(t−µ)2/2σ2
dt.

The degenerate normal distribution with mean µ is N(µ,0)(t) := 1(−∞,µ](t). A ran-
dom variable with normal distribution is called Gaussian. A degenerate Gaussian
random variable is constant almost everywhere.

Theorem 5.10 (Central Limit Theorem). Suppose mφ is the Gibbs measure of a
locally Hölder continuous function φ on a topologically mixing TMS, and suppose
ψ : X → R is a (bounded) Hölder continuous function, then

1√
n

(
n−1

∑
k=0

ψ ◦T k−n
∫

ψdm

)
dist−−−→

n→∞
N(0,σ2) with respect to mφ

where σ2 ≥ 0 is given by σ2 := d2

dt2

∣∣∣
t=0

PG(φ + tψ).

To prove such a result, it is convenient to use characteristic functions: The char-
acteristic function of a random variable X : Ω → R is

fX (t) := E(eitX ).

For example, the characteristic function of N(µ,σ2) is g(t) = exp(iµ − 1
2 σ2t2).

Characteristic functions are useful for studying convergence in distribution, because
of the following theorem:

Theorem 5.11 (Lévy’s Continuity Theorem). A sequence of random variables Xn
converges in distribution to a random variable Y iff the characteristic functions of
Xn converge pointwise to the characteristic function of Y .

Thus Xn
dist−−−→

n→∞
N(0,σ2) iff fXn(t)−−−→n→∞

exp(− 1
2 σ2t2) pointwise. We will not give a

proof of Lévy’s continuity theorem as stated above. Rather, we will prove a more
special result, which assumes more (the limiting distribution function needs to have
a bounded derivative) and which says more (rate of convergence):

Proposition 5.3. There exists a constant C > 0 s.t. for every pair of real valued
random variables X ,Y with distribution functions F,G and characteristic functions
f ,g, if G is differentiable and

∫
|F−G|dx < ∞, then for all x ∈ R and T > 0,

|F(x)−G(x)| ≤C
(

1
2π

∫ T

−T

| f (t)−g(t)|
|t|

dt +
sup |G′|

T

)
.

In particular, if Xn are bounded random variables with distribution functions Fn
and characteristic functions fn, and if fn→ f =characteristic function of the Gaus-
sian random variable N(0,σ2), then for every T
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|Fn(x)−N(0,σ2)(x)| ≤C
(

1
2π

∫ T

−T

| fn(t)− f (t)|
|t|

dt +
1
T

)
.

Characteristic functions are uniformly bounded (by one), so the integral term tends
to zero by the bounded convergence theorem. Since T can be taken to be arbitrarily
large, this is enough to deduce that Fn(x)→ N(0,σ2)(x) for all x.

If one has more information on the convergence fn → f , then one can hope to
construct Tn→ ∞ such that

∫ Tn
−Tn

| fn(t)− f (t)|
|t| dt→ 0, and then obtain a rate of conver-

gence (Berry–Eseen).

Proposition 5.3 is pure Fourier analysis, so we delegate its proof to a separate
section, and proceed to prove the CLT accepting it as given.

Proof of Theorem 5.10. We assume w.l.o.g. that PG(φ) = 0 and ∑Ty=x eφ(y) = 1.
In this case the transfer operator of mφ is Lφ , and L∗

φ
mφ = mφ . We may also assume

w.l.o.g. that
∫

ψdmφ = 0.
Let ψn := ψ +ψ ◦T + · · ·+ψ ◦T n−1. The characteristic function of ψn is

E(eitψn) =
∫

eitψn dmφ =
∫

Ln
φ (eitψn)dmφ =

∫
Ln

φ+itψ 1dmφ .

We shall study this expression using the spectral properties of Lφ : B→ B, where
B := { f : X→C : ‖ f‖ := ‖ f‖∞ +Lipθ ( f ) < ∞}, and 0 < θ < 1 be the number such
that varnφ ,varnψ < Aθ n for some A > 0 and all n≥ 1.

Step 1. Suppose ψ is a (bounded) Hölder continuous function, then z 7→ Lz := Lφ+izψ

is holomorphic map from a neighborhood of zero to Hom(B).

For every f ∈ B, Lz f = Lφ (eizψ f ) =
∞

∑
n=0

(iz)n

n! Lφ (ψn f ), so

Lz =
∞

∑
n=0

(iz)n

n!
Lφ Mn,

where M : B→ B is the operator M f = ψ f .
It is easy to check that (B,‖·‖) is a Banach algebra: ‖ f g‖≤‖ f‖‖g‖. Thus ‖M‖≤

‖ψ‖ and so ‖Lφ Mn‖ ≤ ‖Lφ‖‖M‖n. Thus the above series expansion converges on
{z : |z| < 1/‖ψ‖}. Since Lz admits a power series expansion on a neighborhood of
zero, it is holomorphic there. ♦

Step 2. Application of spectral gap and analytic perturbation theory.

The space B has the property that Lφ : B→ B has spectral gap: ∃0 < κ < 1 s.t.

Spect(Lφ ) = {1}∪ compact subset of {z : |z|< κ},

where 1 is a simple eigenvalue. By analytic perturbation theory, there exists κ <
κ0 < κ1 < 1 and ε > 0 s.t. for every |z|< ε ,

Spect(Lz) = {λz}∪ compact subset of {z : |z|< κ0},



5.3 Implications of spectral gaps 131

where λz is a simple eigenvalue s.t. |λz|> κ1. Moreover, λz and its eigenprojection
Pz are holomorphic on {z : |z|< ε}. For such z we can write

Lz = λzPz +Nz,

where Nz := Lz(I−Pz) has spectral radius smaller than κ0, and PzNz = NzPz = 0.
Note that λ0 = 1 (the leading eigenvalue of Lφ ), and P0 is the operator P0 f =∫

f dmφ (the eigenprojection of this eigenvalue).
We see that

E(eitψn) =
∫

Ln
t 1dmφ =

∫
(λ n

t Pt1+Nn
t 1)dmφ

= λ
n
t

∫
[P01+(Pt −P0)1+λ

−n
t Nn

t 1]dmφ

= λ
n
t [1+ εn(t)], where εn(t) :=

∫
(Pt −P0)1dmφ +λ

−n
t

∫
Nn

t 1dmφ .

Since t 7→ Pt is continuous and |λt |> κ1 > κ0 > ρ(Nt),

εn(t) = O(‖Pt −P0‖)+O(κ−n
1 κ

n
0 )−−−−−→

n→∞,t→0
0.

Thus E(eitψn/
√

n) = λ n
t/
√

n[1+ εn( t√
n )] = λ n

t/
√

n[1+o(1)]. ♦

Step 3. Finding the asymptotic behavior of λ n
t/
√

n as n→ ∞.

Since z 7→ λz is holomorphic on a neighborhood of zero,

λt = a+bt + ct2 +o(t2) as t→ 0.

We find the coefficients a,b,c. To find a, we substitute t = 0 to see that a = λ0 = 1.
To find b = d

dt |t=0λt , we start from the identity LtPt = λtPt and differentiate:

L′tPt +LtP′t = λ
′
t Pt +λtP′t .

Now apply Pt on the left: PtL′tPt + λtPtP′t = λ ′t P2
t + λtPtP′t . Since P2

t = Pt this gives
upon cancelation and substitution t = 0

P(L′t
∣∣
t=0)P = bP.

The series expansion we found above for Lz shows that L′t |t=0 = iLφ M, so

b = PLφ (ψP1) =
∫

Lφ ψdmφ =
∫

ψdmφ = 0.

The coefficient c does not have such a simple formula. But we can at least de-
termine its sign: Let Λ(x) := λ−ix, where x is real. This the leading eigenvalue of
Lφ+xψ , so Λ(x) = expPG(φ + xψ). Since PG(·) and exp(·) are convex, Λ(x) is con-
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vex. Therefore Λ ′′(0) ≥ 0. But Λ ′′(0) = (−i)2λ ′′t |t=0 = −c, so c ≤ 0. We write
c =− 1

2 σ2 for some σ ≥ 0.
Putting this altogether we have that λt = 1− 1

2 σ2t2 +o(t2), whence

λ
n
t/
√

n =
(

1− 1
2n

σ
2t2 +o( 1

n )t2
)n

= exp
[

n log
(

1− 1
2n

σ
2t2 +o( 1

n )t2
)]

= exp
[

n
(
− 1

2n
σ

2t2 +o( 1
n )t2

)
[1+o(1)]

]
(∵ log(1− x) = x[1+o(1)]).

Fixing t and passing to the limit as n→ ∞, we see that λ n
t/
√

n→ exp(− 1
2 σ2t2). ♦

These steps show thatE(eitψn/
√

n)−−−→
n→∞

exp(− 1
2 σ2t2), the characteristic function

of N(0,σ2). So the CLT is proved. �

Remark 1: By expanding λt to the third degree, we can obtain information on the
rate of convergence in the CLT.

Remark 2: It is important to know when is the limit non–degenerate, i.e. when
does σ 6= 0. The following can be shown, but we do not have time to do this:

Theorem 5.12. Under the assumption of the previous theorem, σ 6= 0 iff ψ is not
cohomologous via a continuous transfer function to a constant.

Remark 3: There is no explicit formula for σ , but the following identities are
known.

Theorem 5.13. Under the assumptions of the previous theorem,

1. Asymptotic variance formula: σ2 = lim
n→∞

1
n Var(ψn) w.r.t. mφ

2. Linear response formula: σ2 = d2

dt2

∣∣∣
t=0

PG(φ + tψ)

3. Green–Kubo formula: Suppose
∫

ψdmφ = 0, then (w.r.t. mφ ),

σ
2 = Var(ψ)+2

∞

∑
k=1

Cov(ψ,ψ ◦T k)

Here Cov( f ,g) =
∫

f gdmφ −
∫

f dmφ ,
∫

gdmφ and Var( f ) = Cov( f , f ).

The “linear response formula” originates from statistical physics. There first par-
tial derivatives of the free energy function are interpreted as thermodynamic quan-
tities, and second order partial derivatives are called “linear response functions”,
because they measure the rate of change in a thermodynamic quantity when one of
the parameters of the systems is varied linearly.

The “Green–Kubo formula” originates from the theory of diffusion processes. It
is a statement about the relation between the diffusion coefficient and the rate of
mixing.
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5.3.3 Proof of proposition 5.3

We first recall some standard facts on Lebesgue–Stieltjes integrals. Any distribution
function F determines a unique Borel probability measure on R by µF([a,b)) :=
F(b)−F(a). This is called the Lebesgue–Stieltjes measure of F . It is customary to
use the following notation∫ b

a
f (x)F(dx) or

∫ b

a
f (x)dF(x) for

∫
[a,b)

f dµF .

Note that the right endpoint of the interval is not included. (This matters when F(x)
has a jump discontinuity at b, because in this case µF has an atom at b.)

The Fourier transform of a function f ∈ L1(R) is

F( f )(t) =
∫

eitx f (x)dx

This has the following properties:

1. F(F( f )) = 2π f
2. F( f ∗g) = F( f ) ·F(g), where ( f ∗g)(x) =

∫
f (x− y)g(y)dy (the convolution).

The Fourier transform of a Borel probability measure µ on R is the function
(Fµ)(t) :=

∫
eitxdµ(x).

The reader can check that characteristic function of a random variable X is the
Fourier transform of the Stieltjes measure of the distribution function of X :

fX (t) :=
∫

eitxdµFX (x).

This only depends on the distribution function of X . Therefore we can safely speak
of the characteristic function of a distribution function.

Lemma 5.2. Suppose F(x),G(x) are two distribution functions with characteristic
functions f (t),g(t). If

∫
|F(x)−G(x)|dx < ∞, then

[F(F−G)](t) =− f (t)−g(t)
it

.

Proof. First note that the Fourier transform of F−G exists, because F−G ∈ L1 by
assumption. Let µF and µG denote the Lebesgue–Stieltjes measures of F,G, then
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[F(F−G)](t) = lim
T→∞

∫ T

−T
eitx[F(x)−G(x)]dx

= lim
T→∞

[∫ T

−T

∫ T

−∞

eitx1[ξ<x]dµF(ξ )dx−
∫ T

−T

∫ T

−∞

eitx1[ξ<x]dµG(ξ )dx
]

= lim
T→∞

∫ T

−∞

(∫ T

ξ

eitxdx
)

dµF(ξ )− lim
T→∞

∫ T

−∞

(∫ T

ξ

eitxdx
)

dµG(ξ )

= lim
T→∞

∫ T

−∞

eitT − eitξ

it
dµF(ξ )− lim

T→∞

∫ T

−∞

eitT − eitξ

it
dµG(ξ )

= lim
T→∞

[
eitT

it
[F(T )−G(T )]−

∫ T

−∞

eitξ

it
d(µF −µG)(ξ )

]
.

The first summand tends to zero (because F(T ),G(T ) −−−→
T→∞

1), and the second

summand tends to − f (t)−g(t)
it , where f ,g are the characteristic functions of the dis-

tributions F,G. ut

Lemma 5.3. There exists a non–negative absolutely integrable function H(x) s.t.

1. H is even;
2.
∫

H(x)dx = 1;
3. b :=

∫
|x|H(x)dx < ∞;

4. H(x)−−−→
|x|→∞

0;

5. The Fourier transform of H(x) is real–valued, non–negative, and supported in-
side [−1,1].

Proof. There are many possible constructions. Here is one. Start with the indicator
of of a symmetric interval [−a,a], and take its Fourier transform

H0(y) =
∫ a

−a
eitydt =

2sinay
y

.

The Fourier transform of H0 is FH0 = 2π1[−a,a], so it has compact support. But H0

is not non-negative, and
∫
|x|H0(x)dx = ∞. To correct this we let H1(x) := (H0(x))4,

and observe that H1(x)≥ 0 and
∫
|x|H(x)dx < ∞. The Fourier transform of H1 still

has compact support (in [−4a,4a]), because

F[(H0)4] = F[(F1[−a,a])
4] = F{F[(1[−a,a] ∗1[−a,a] ∗1[−a,a] ∗1[−a,a]]}= (1[−a,a])

∗4,

and the convolution of functions with compact support has compact support. H1 is
even, because it is the convolution of even functions. It remains to normalize H1 to
have integral equal to one. ut

Proof of Proposition 5.3 Let H(x) be the function given by the lemma, and let
h := FH. Set HT (x) := T H(T x), then HT (x) is an even non–negative absolutely
integrable function s.t.

1.
∫

HT dx = 1;
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2.
∫
|x|HT (x)dx = b/T ;

3. The Fourier transform of HT is hT (t) := h(t/T ) where h = FH.

Note that hT is supported in [−T,T ], and |hT | ≤ ‖HT‖1 = 1.
The proof is based on the following heuristic: For T large, HT (x) has a sharp peak

at x = 0, and rapid decay for x far from zero. If we average a “nice” function ϕ(y)
with weights HT (x− y), then we expect the result to be close to ϕ(x), in particular

we expect |F(x)−G(x)| ?≈ |average of F(y)−G(y) with weights HT (x− y)|. This
average is the integral

IT (x) :=
∫

HT (x− y)[F(y)−G(y)]dy.

The proof consists of (a) estimating IT (x) in terms of f (t),g(t), and (b) relating
M := sup |F(x)−G(x)| to the value of IT (·) at a point where |F(x)−G(x)| is nearly
maximal.

Step 1. IT (x)≤ 1
2π

∫ T
−T
| f (t)−g(t)|
|t| dt.

Proof:

IT (x) =
∣∣∣∣∫ HT (x− y)[F(y)−G(y)]dy

∣∣∣∣= |HT ∗ (F−G)|

= (2π)−1 ∣∣F2[HT ∗ (F−G)]
∣∣= 2π |F[FHT ·F(F−G)]|

= (2π)−1 |F[hT ·F(F−G)]|

= (2π)−1
∣∣∣∣∫ ∞

−∞

eitxhT (t)
f (t)−g(t)

it
dt
∣∣∣∣ (lemma 5.2)

≤ 1
2π

∫ T

−T

| f (t)−g(t)|
|t|

dt, (5.10)

because |hT (t)| ≤ ‖HT‖1 = 1 and hT is supported in [−T,T ]. ♦

Step 2. Relating sup |F(x)−G(x)| to IT (x0) at a point x0 where |F(x0)−G(x0)| is
nearly maximal.

Let A := sup |G′(x)| and M := sup |F(x)−G(x)|. Fix some point x0 ∈ R s.t. M0 :=
|F(x0)−G(x0)| > 1

2 M. Since we are free to translate the distributions F,G by the
same amount, we may assume w.l.o.g. that x0 = 0. So M0 = |F(0)−G(0)| and

IT (x0) = IT (0) =
∫

HT (y)[F(y)−G(y)]dy.

(we have used the fact that HT is even).
Suppose first F(0)> G(0), and decompose the integral IT (0) into

∫M0
0 +

∫ 0
−∞

+
∫

∞

M0
.

1. To analyze
∫M0

0 we note that if y ∈ [0,M0], then [F(y)−G(y)]− [F(0)−G(0)]≥
G(0)−G(y) =−

∫ y
0 G′(y)dy≥−Ay. Thus [F(y)−G(y)]≥ [F(0)−G(0)]−Ay =

M0−Ay (because F(0) > G(0)), whence
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0
HT (y)[F(y)−G(y)]dy≥

∫ M0

0
(M0−Ay)HT (y)dy.

2. We estimate
∫ 0
−∞

from below by replacing [F(y)−G(y)] by −M >−2M0:∫ 0

−∞

HT (y)[F(y)−G(y)]dy≥−
∫ 0

−∞

HT (y) ·2M0dy

3. Similarly,
∫

∞

M0
HT (y)[F(y)−G(y)]dy≥−

∫
∞

M0
HT (y) ·2M0dy.

Putting this all together, we obtain

IT (0)≥
∫ M0

0
(M0−Ay)HT (−y)dy−

∫ 0

−∞

2M0HT (−y)dy−
∫

∞

M0

2M0HT (y)dy

=
∫ M0

0
(3M0−Ay)HT (y)dy−M0

≥ 3M0

∫ M0

0
HT (y)dy−A

∫
|y|HT (y)dy−M0

=−M0 +3M0

∫ M0

0
HT (y)dy− Ab

T
(∵
∫
|y|HT (y)dy =

1
T

∫
|y|H(y)dy =

b
T

)

=−M0 +
3M0

2

∫ M0

−M0

HT (y)dy− Ab
T

In summary M0[ 3
2
∫M0
−M0

HT (y)dy−1]≤ IT (0)+ Ab
T .

Fix some σ > 0 s.t.
∫

σ

−σ
H(y)dy = 8

9 , then
∫ σ/T
−σ/T HT (y)dy = 8

9 . It is no problem
to choose H from the beginning in such a way that σ < A.

There are two cases:

1. M0 ≤ σ

T , and then M ≤ 2σ/T < 2A/T ;
2. M0 > σ

T , and then 3
2
∫M0
−M0

H(y)dy−1 > 1
3 , so M0 ≤ 3IT (0)+ Ab

T .

In both cases, this and step 1 yields

sup |F(x)−G(x)|< 2M0 ≤ 6
(

1
2π

∫ | f (t)−g(t)|
|t|

dt +
max{b,2}A

T

)
,

and the proposition is proved.
This proof was done under the assumption that F(0) > G(0). If F(0) ≤ G(0),

then we repeat the same procedure, but with the decomposition
∫ 0
−M0

+
∫ −M0
−∞

+
∫

∞

0 .
This leads to∫

HT (y)[G(y)−F(y)]dy≥
∫ 0

−M0

(3M0−A|y|)HT (y)dy−M0.

From this point onward, the proof continues as before. �
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PG(φ), 63
Zn(φ ,a), 63
N0, 10

Conformal measure
existence, 42

Abramov formula, 91
absolutely continuous invariant density, 41
acim, 41
acip, 41
admissible, 10
algebra, 100
analytic perturbation, 113

Banach–Steinhaus Theorem, 104
BIP property

and Gibbs measures, 97
Boltzmann constant, 4
bounded distortion, 34
Bounded Distortion Lemma, 34
bounded linear functional, 103
bounded linear operator, 104

canonical ensemble, 4
Cayley graph, 12
Central limit theorem (CLT), 128
characteristic function, 129
CLT, 128
coboundary, 16
cohomologous functions, 16
compact operator, 117
conditional entropy, 81
conformal measure, 27
conservative part, 53
conservativity, 31

Hopf decomposition, 52

convergence in distribution, 128
Lévy’s continuity theorem, 129

convolution, 133
correlation, 127
covariance, 127
cylinders, 10

in two sided TMS, 17

differentiability in Banach spaces, 104, 105
dissipative part, 53
distribution

convergence in, 128
distribution function, 128
DLR equations, 7, 23
DLR measure, 7
DLR measures, 23
dual operator, 28
dual space, 103

eigenprojection, 113
eigenspace, 113
entropy, 80

affine, 100
conditional, 80
of a partition, 79

equilibrium measure, 9
ergodic sum, 14
ergodicity, 34
exactness, 36

f–expansion, 20
Finite images condition, 76
Fourier transform, 133
free energy, 8
full shift, 11

g function
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sub, 75
g–function, 74
generate a σ–algebra, 81
Gibbs cocycle, 24
Gibbs measure, 97

and the BIP property, 97
existence and uniqueness, 97

Gibbs measure in the sense of Bowen, 9
Gibbs states, 7
Gibbsian random fields, 7
GRPF, 66
GRPF (generalized Ruelle’s Perron–Frobenius

Theorem, 65
Gurevic pressure

definition, 85
variational principle, 86

Gurevich entropy, 85
Gurevich pressure, 63, 85

properties, 85
variational principle, 86

Hahn–Banach Theorem, 104
Helly–Prohorov theorem, 44
Hopf decomposition, 52

induced map, 14
Information function, 80
information function, 81
inverse temperature, 4
isomorphism (of Banach spaces), 113

Jacobian, 26
log Jacobian, 26

join of partitions, 80

Kac formula, 91

Lévy’s continuity theorem, 129
Lebesgue–Stieltjes measure, 132
Lebesgue–Stieltjes meausre, 133
left shift

on two sided TMS, 17
left shift map, 10
log Jacobian, 26

Markov chain, 57
Markov interval maps, 12
Markov partition, 12
measurable partition, 79
modes of recurrence, 65

natural partition, 80
Neumann series

second, 115

Neumann’s series expansion, 109
non-singular transformation

conservativity, 31
norm, 103

of a bounded linear operator, 104
of a linear functional, 103

normal distribution, 128
normed vector space, 103
null recurrence

for Markov chains, 58
for potentials, 65

Perron–Frobenius operator, 28
point mass, 8, 55
positive recurrence

for Markov chains, 58
for potentials, 65

prefix, 10
projection, 111

quasi-compact operator, 116

random variable, 128
Gaussian, 128

random walk, 62
recurrence

for Markov chains, 59
for potentials, 65

Renewal equation, 58
renewal sequence, 58
resolvent

equation, 108
Neumann series expansion, 109
properties, 109

resolvent operator, 108
resolvent set, 108
Riesz Lemma, 122
RPF measure, 89
Ruelle operator, 30
Ruelle’s Perron–Frobenius Theorem, 66
Ruelle’s Perron–Frobenius theorem, 66

SFT, 10
similarity (for linear operators), 113
simple eigenvalue, 113
Solidarity theorem, 60
spectral gap, 117
spectral radius, 110
spectrum, 110
states (of a TMS), 10
strong mixing, 38
sub system (of a TMS), 85
summable variations, 15
sunshift of finite type (SFT), 10
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taboo probabilities, 57
tail σ–algebra, 36
tail relation, 24
thermodynamic limit, 8, 55
tightness, 44
TMS, 10
topological Markov shift

two sided, 17
Topological Markov shifts, 10
topological mixing, 11
topological pressure, 84
topological transitivity, 11
transfer function, 16
transfer operator, 28
transience

for Markov chains, 58

transition matrix, 10
two sided topological Markov shift, 17

variational principle, 86
countable Markov shifts, 86

variational topological pressure, 84
variations, 14

for two sided TMS, 17

Walters condition, 15
wandering set, 31
weak Holder continuity, 15
word, 10

admissible, 10
length, 10


