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1 Introduction

Let us consider the semilinear problem

−∆u = λa(x)uq−1 + b(x)up−1 in Ω, u ∈ H1
0 (Ω), (1.1)

where Ω ⊂ R
N is a domain, N ≥ 3, λ > 0 is a parameter, 1 < q < 2 < p ≤

2∗ := 2N/(N − 2) and the potentials a and b satisfy some mild conditions.
In the inspiring work of Ambrosetti, Brezis and Cerami [3] they supposed
that Ω is boudned, a(x) ≡ b(x) ≡ 1 and prove that the problem has at least
two positive solutions provided λ ∈ (0,Λ). In [9], deFigueiredo, Gossez and
Ubilla generalized this results by allowing that a and b were not constant
sign changing functions. In this setting the Maximun Principle can fail and
therefore the solutions are only nonnegative. There are many other results for
concave-convex equations and indefinite problems on bounded domains. We
refer the reader to [2,9,18,10,21,19] and references therein.

There are also some results for unbounded case Ω = R
N . In this setting we

need to require some integrability conditions on a and b, in order to deal with
the problem variationally. In [20], E. Tonkes obtained the existence of infinitely
many solutions, but with no information about the sign of the solutions. We
can also cite [1,4,15,17] where nonnegative solutions are obtained. In all of
these papers some kind of sign restriction in one of the potentials is assumed.

In this paper we address the existence of multiple solutions for the following
equation

(P ) −∆u+
α

2
|x|α−2(x · ∇u) = a(x)uq−1 + b(x)up−1, x ∈ R

N ,

where N ≥ 3, α ≥ 2, 1 < q < 2 < p ≤ 2∗ and both the potentials a and b
being indefinite in sign. This equation is in some sense related to the study of
self-similar solutions for the heat equation as quoted in the works of Haraux
and Weissler [13], Escobedo and Kavian [11] (see also [6,12]). In this direction,
problem (P ) arises naturally when one seek for solutions of the form

ω(t, x) = t−1/(p−2)u(t−1/2x)

for the evolution equation

ωt −∆ω = |ω|p−2ω on (0,∞)× R
N .

More precisely, ω(t, x) satisfies the previous equation if and only if u : RN → R

satisfies

−∆u −
1

2
(x · ∇u) = λu+ |u|p−2u, x ∈ R

N ,

which is equivalent to the equation (P ) with α = q = 2, a(x) ≡ λ and b(x) ≡ 1.
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In order to present our main results we notice that our equation can be rewrit-
ten in a divergence form. Actually, if we set K(x) := exp(|x|α/4), a straight-
forward calculation proves that (P ) is equivalent to

−div(K(x)∇u) = a(x)K(x)|u|q−2u+ b(x)K(x)|u|p−2u, x ∈ R
N .

Hence, it is natural to look for solutions on the space X given by the closure
of C∞

c (RN) with respect to the norm

‖u‖ :=
(
∫

RN
K(x)|∇u|2dx

)1/2

. (1.2)

As quoted in [12, Proposition 2.1] X is a Banach space and the weighted
Lebesgue spaces

Ls
K(R

N) :=
{

u measurable in R
N : ‖u‖ss :=

∫

RN
K(x)|u|sdx <∞

}

are such that the embeddings X →֒ Lr
K(R

N) are continuous for 2 ≤ r ≤ 2∗

and compact for 2 ≤ r < 2∗.

For any s > 1, we denote by s′ its conjugated exponent, namely the unique
s′ > 1 such that 1/s + 1/s′ = 1. The basic assumptions on the potentials a
and b are the following:

(a1) a ∈ L
σq

K (RN) for some
(

p

q

)′

< σq ≤

(

2

q

)′

;

(a2) the set Ω+
a := {x ∈ R

N : a(x) > 0} has an interior point;
(b1) b ∈ L∞(RN);
(b2) the set Ω+

b := {x ∈ R
N : b(x) > 0} has an interior point.

The main results of this paper are stated below.

Theorem 1.1 (Subcritical case) If 1 < q < 2 < p < 2∗ and a, b satisfy

(a1), (a2), (b1), (b2), then (P ) has at least two nonnegative nontrivial solutions

if ‖a‖σq is small.

Theorem 1.2 (Critical case) If 1 < q < 2 < p = 2∗ and a, b satisfy (a1),
(a2), (b1), (b2) and

(b3) there exist x0 ∈ R
N and δ > 0 such that Bδ(x0) ⊂ (Ω+

a ∩ Ω+
b ) and

‖b‖∞ − b(x) ≤M |x− x0|
γ,

for a.e. x ∈ Bδ(x0), with M > 0 and γ > N/2.
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Then (P ) has at least two nonnegative nontrivial solutions if ‖a‖σq is small

and α > (N − 2)/2.

As it is well known, critical problems become more delicate in the presence
of variable coefficients ([5], p. 454). In order to be able to handle this case we
impose the technical condition (b3). It is crucial for proving precise estimates
of the minimax level of the associated functional. It is worthwhile to mention
that similar conditions have already appeared in other papers (see ([9,10,14,16]
for instance). Moreover, it is clearly satisfied by constant potentials.

In the proofs we shall apply variational techniques. The first solution will be
obtained by a minimzation argument and the second one by applying the
Mountain Pass Theorem. In the first theorem the subcriticality of the power p
enable us to prove the required compactness condition for the associated func-
tional. This is not the case in the setting of Theorem 1.2, since the embedding
X →֒ L2∗

K (RN) is no longer compact. Actually, the same kind of difficult ap-
pears in the bounded domain case. In order to overcome this problem we apply
the ideias introduced by Brezis and Nirenberg [5] to get a local compactness
result. Thanks to some delicated estimates we can prove that the minimax
level of the associated funcional belongs to the correct range. At this point we
need to require the technical condition α > (N − 2)/2. We do not know if the
result is true without this hypothesys. However, we emphasize that a related
condition has already appeared in [17, Theorem 1.7], where a concave-convex
problem with the same kind of operator was considered under more restrictive
conditions on the potentials. We also refer to the paper of the Catrina, Fur-
tado and Montenegro [6] where the author obtained some existence results of
the Brezis-Nirenberg type and showed that the number α affects the critical
dimension of the equation.

The main results of this paper can be view as versions of the results presented
in [9] for bounded domains. They also complement the results in [4,1,15].
We finally mention that, with some slight modifications of the arguments
presented in [20], we could obtain the existence of infinitely many solutions
for the equation (P ) with a high variety of conditions on the potentials a
and b. However, as in [20], we can not give information on the sign of these
solution.

The paper contains two more sections, each one dedicated to the proof of one
the theorems.
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2 Proof of Theorem 1.1

Throughout the paper we write
∫

u instead of
∫

RN u(x)dx. Moreover, for any
u ∈ X we set u+(x) := max{u(x), 0}. Given u ∈ X , it follows from Hölder’s
inequality that

∣

∣

∣

∣

∫

K(x)a(x)(u+)q
∣

∣

∣

∣

≤ ‖a‖σq

(
∫

K(x)|u|qσ
′

q

)1/σ′

q

. (2.1)

Since 2 ≤ qσ′
q < p ≤ 2∗ the right hand side above is finite. Thus, by using

some standard calculations we can show that the functional I : X → R given
by

I(u) :=
1

2

∫

K(x)|∇u|2 −
1

q

∫

K(x)a(x)(u+)q −
1

p

∫

K(x)b(x)(u+)p

is well defined. Moreover it belongs to C1(X,R) and its critical points are
exactly the nonnegative solutions of the equation (P ).

Given 2 ≤ r ≤ 2∗, the existence of the embedding X →֒ Lr
K(R

N) enables us
to define

Sr := inf
{
∫

K(x)|∇u|2 :
∫

K(x)|u|r = 1
}

< +∞. (2.2)

When r = 2∗ we shall write only S := S2∗ . Despite this is not important here
we would like to quote that this constant is equals to the best constant of the
Sobolev embedding D1,2(RN) →֒ L2∗(RN) (see [6]).

Lemma 2.1 There exist ρ, α > 0 such that I(u) ≥ α > 0, for any u ∈ X
such that ‖u‖ = ρ, provided ‖a‖σq is small enough.

Proof. It follows from (2.1) and (2.2) that

I(u)≥
1

2
‖u‖2 −

1

q
‖a‖σq

‖u‖qqσ′

q
−

1

p
‖b‖

∞
‖u‖pp

≥
‖u‖q

2

{

‖u‖2−q −
2

p
‖b‖

∞
S−p/2
p ‖u‖p−q −

2

q
‖a‖σq

S
−q/2
qσ′

q

}

.

For B := (2/p) ‖b‖
∞
S−p/2
p , the function f : (0,+∞) → R given by

f(t) := t2−q −Btp−q

achieves its maximum value at

ρ :=

[

(2− q)

B(p− q)

]1/(p−2)

.
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Let M := f(ρ) and notice that, for any ‖u‖ = ρ, there holds

I(u) ≥
ρq

2

{

M −
2

q
‖a‖σq

S
−q/2
qσ′

q

}

≥
ρq

2

M

2
= α > 0,

whenever

‖a‖σq
≤
Mq

4
S
q/2
qσ′

q
. (2.3)

The lemma is proved. ✷

Proposition 2.2 Suppose the function a satisfies (a2) and (2.3), and let ρ >
0 be given by Lemma 2.1. Then the infimum

−∞ < c0 := inf
u∈Bρ(0)

I(u) < 0

is achieved at some u0 ∈ Bρ(0).

Proof. Since I maps bounded sets in bounded sets we have that c0 > −∞. By
condition (a2) there exists x0 ∈ R

N and δ > 0 such that Bδ(x0) ⊂ Ω+
a . If we

take ϕ ∈ C∞
0 (Bδ(x0)) such that

∫

K(x)a(x)ϕq > 0 we obtain

I(tϕ)

tq
≤
t2−q

2
‖ϕ‖2 −

1

q

∫

K(x)a(x)ϕq −
tp−q

p

∫

K(x)b(x)ϕp.

Hence

lim sup
t→0+

I(tϕ)

tq
≤ −

1

q

∫

K(x)a(x)ϕq < 0

and therefore we have that I(tϕ) < 0 for any t > 0 small. This proves that
c0 < 0.

Let (un) ⊂ Bρ(0) be a minimizing sequence for c0. By Ekeland’s Variational
Principle we may assume that

I(un) → c0 and I ′(un) → 0.

Since (un) is bounded and 2 ≤ qσ′
q < p ≤ 2∗, up to a subsequence we have

that






























un ⇀ u0 weakly in X,

un → u0 strongly in L
qσ′

q

K (RN),

u+n (x) → u+0 (x), |un(x)| ≤ ψ(x) for a.e. x ∈ R
N ,

(2.4)

for some ψ ∈ L
qσ′

q

K (RN). Hence we have that, for a.e. x ∈ R
N , there holds

|K(x)a(x)(u+n )
q| ≤ K(x)|a(x)|ψ(x)|q ≤

1

σq
K(x)a(x)σq +

1

σ′
q

K(x)ψ(x)qσ
′

q .
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Since ψ ∈ L
qσ′

q

K (RN), the right-hand side above belongs to L1(RN), and there-
fore it follows from (2.4) and the Lebesgue Theorem that

lim
n→+∞

∫

K(x)a(x)(u+n )
q =

∫

K(x)a(x)(u+0 )
q.

We now claim that I ′(u0) = 0. Assuming the claim, the above equality and
the weak convergence of (un) imply that

c0 = lim inf
n→+∞

(

I(un)−
1

p
I ′(un)un)

)

= lim inf
n→+∞

{(

1

2
−

1

p

)

‖un‖
2 +

(

1

p
−

1

q

)

∫

K(x)a(x)(u+n )
q

}

≥

(

1

2
−

1

p

)

‖u0‖
2 +

(

1

p
−

1

q

)

∫

K(x)a(x)(u+0 )
q

= I(u0)−
1

p
I ′(u0)u0 = I(u0),

and therefore I(u0) = c0 < 0. By Lemma (2.1) that conclude that u0 ∈ ∂Bρ(0)
cannot happen.

It suffices to prove that I ′(u0) = 0. So, let us consider ϕ ∈ C∞
0 (RN) and

A := supp(ϕ). Since σq > (p/q)′ = p/(p − q), we can choose 2 < p0 < p
sufficiently close to p and such that

σq >
p0

p0 − q
>

p0
(p0 + 1)− q

.

Hence, there exists τ > 1 satisfying

1

σq
+

1

p0/(q − 1)
+

1

τ
= 1.

The strong convergence un → u0 in Lp0(A) provides ψp0 ∈ Lp0(A) such that
|un(x)| ≤ ψp0(x) a.e. in A. Thus, by Young’s inequality we get

|K(x)a(x)(u+n )
q−1ϕ| ≤ C (|a(x)|σq + |un(x)|

p0 + |ϕ(x)|τ )

≤ C (|a(x)|σq + |ψp0(x)|
p0 + |ϕ(x)|τ) ,

a.e. in A. Since ϕ is smooth, the right-hand side above belongs to L1(A). It
follows from the Lebesgue Theorem that

lim
n→+∞

∫

K(x)a(x)(u+n )
q−1ϕ =

∫

K(x)a(x)(u+0 )
q−1ϕ.
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Since b ∈ L∞(RN), a simpler argument shows that

lim
n→+∞

∫

K(x)b(x)(u+n )
2∗−1ϕ =

∫

K(x)b(x)(u+0 )
2∗−1ϕ.

The two above equations and the weak convergence of (un) imply that

0 = lim
n→+∞

I ′(un)ϕ = I ′(u0)ϕ,

for any ϕ ∈ C∞
0 (RN). The conclusion follows by density. ✷

Lemma 2.3 Suppose b satisfies (b2) and let Bδ(x1) ⊂ Ω+
b . If ϕ ∈ C∞

0 (Bδ(x1))\
{0} is nonnegative then

lim
t→+∞

I(u0 + tϕ) = −∞.

Proof. Since ϕ = 0 outside Bδ(x1) ⊂ Ω+
b a straightforward computation pro-

vides

I(u0 + tϕ) ≤ O(t2) +O(tq)−O(1)−
1

p

∫

Ω+

b

K(x)b(x)(u0 + tϕ)p dx

≤ O(t2)− C
∫

Bδ(x1)
b(x)(u0 + tϕ)p dx

≤ O(t2) +O(1)− Ctp
∫

Bδ(x1)
b(x)ϕp dx,

as t→ +∞. By the choice of ϕ the last integral above is positive and therefore
the result follows from p > 2. ✷

Let us recall that, if E is a real Banach space, we say that J ∈ C1(E,R)
satisfies the Palais-Smale condition at level c ∈ R, in short (PS)c, if any
sequence (un) ⊂ E such that

lim
n→+∞

J(un) = c, lim
n→∞

‖J ′(un)‖E∗ = 0

has a convergent subsequence.

Lemma 2.4 If 2 < p < 2∗ then the functional I satisfies the (PS)c condition
for any c ∈ R.

Proof. Let (un) ⊂ X be such that I(un) → c and I ′(un) → 0. Hölder’s
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inequality provides, as n→ +∞,

c+ o(1)‖un‖ = I(un)−
1

p
I ′(un)un

≥

(

1

2
−

1

p

)

‖un‖
2 −

(

1

q
−

1

p

)

S
−q/2
qσ′

q
‖a‖σq

‖un‖
q .

Since q < 2 < p we conclude that (un) is bounded in X .

Up to a subsequence, we have that un ⇀ u weakly in X and un → u strongly
in Ls

K(R
N) for any 2 ≤ s ≤ p < 2∗. The choice of σq enable us to obtain

2 ≤ p0 < p such that σq = (p0/q)
′. Hence, Hölder’s inequality with exponents

σq, p0/(q − 1) and p0 imply that

∣

∣

∣

∣

∫

K(x)a(x)(u+n )
q−1(un − u)

∣

∣

∣

∣

≤ ‖a‖σq‖un‖
q−1
p0

‖un − u‖p0 → 0,

as n→ +∞. On the other hand, by using Hölder’s inequality again, we get

∣

∣

∣

∣

∫

K(x)b(x)(u+n )
p−1(un − u)

∣

∣

∣

∣

≤ ‖b‖∞‖un‖
p−1
p ‖un − u‖p → 0.

It follows from the two above convergences that

o(1) = I ′(un)(un − u) = ‖un‖
2 − ‖u‖2 + o(1),

as n → +∞. Hence, ‖un‖ → ‖u‖ and the result follows from the weak con-
vergence of (un) in X . ✷

We are now ready to prove our first result.

Proof of Theorem 1.1. If we suppose that a satisfies (2.3) we can use Proposi-
tion 2.2 to obtain a first solution u0 ∈ X with negative energy. For the second
one we take ρ > 0 given by Lemma 2.1 and consider ϕ ∈ X as in the state-
ment of Lemma 2.3. We can obtain t0 > 0 large in such way that e := u0+ tϕ
satisfies I(e) ≤ I(u0). If we define

cM := inf
γ∈Γ

max
t∈[0,1]

I(γ(t)) (2.5)

where Γ := {γ ∈ C([0, 1], X) : γ(0) = u0, γ(1) = e}. Lemma 2.1 and an
usual intersection argument show that cM ≥ α > 0. The Mountain Pass
Theorem provides a sequence (un) ⊂ X such that I(un) → c and I ′(un) → 0.
It follows from Lemma 2.4 that, along a subsequence, un → u strongly in X
with I(u) = cM > 0 and I ′(u) = 0. So, we have obtained a second nontrivial
solution. ✷
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3 Proof of Theorem 1.2

In this section we prove our existence result for the critical case. We first notice
that the same argument of the last section provides a first nontrivial critical
point u0 (see Proposition 2.2) whenever a is small. However, since we do not
have compactness of the embedding X →֒ L2∗

K (RN ), the (PS)c condition can
fail at some sublevels.

Following the ideas of Brezis and Nirenberg [5] we can prove the following
local compactness result.

Lemma 3.1 If zero and u0 are the unique critical points of I, then I satisfies

(PS)c condition for every

c < c̄ := I(u0) +
1

N

1

‖b‖
(N−2)/2
∞

SN/2.

Proof. Let (un) ⊂ X be such that I(un) → c and I ′(un) → 0. The same
argument of Lemma 2.4 shows that (un) is bounded in X . Hence, along a sub-

sequence, we have that un ⇀ u weakly in X and un → u strongly in L
qσ′

q

K (RN).
This strong convergence implies that

∫

K(x)a(x)(u+n )
q →

∫

K(x)a(x)(u+)q.
So, if we set vn := un − u, we can use the Brezies-Lieb lemma to get

0 = I ′(un)un = ‖un‖
2 −

∫

K(x)a(x)(u+n )
q −

∫

Kb(x)(u+n )
2∗

= ‖u‖2 + ‖vn‖
2 −

∫

K(x)a(x)(u+)q + o(1)

−
∫

K(x)b(x)(u+)2
∗

−
∫

K(x)b(x)(v+n )
2∗

= I ′(u)u+ ‖vn‖
2 −

∫

K(x)b(x)(v+n )
2∗ .

As in the proof of Proposition 2.2 we have I ′(u) = 0, and therefore there exists
l ≥ 0 such that

lim
n→+∞

‖vn‖
2 = l = lim

n→+∞

∫

K(x)b(x)(v+n )
2∗ .

We claim that l = 0. If this is true, it follows that ‖un − u‖ → 0 and we have
done.

In order to prove that l = 0 we first notice that

∫

K(x)b(x)(v+n )
2∗ ≤ ‖b‖∞S

−2∗/2
(
∫

K(x)|∇vn|
2
)2∗/2

.

Taking the limite we obtain l ≤ ‖b‖∞S
−2∗/2l2

∗/2. If l > 0 we infer from this
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last inequality that

l ≥
1

‖b‖
(N−2)/2
∞

SN/2. (3.1)

On the other hand, the same argument of the beginning of the proof provides

c+ o(1) = I(un) = I(u) +
1

2
‖vn‖

2 −
1

2∗

∫

K(x)b(x)(v+n )
2∗ + o(1).

Taking the limit and using (3.1) we get

c = I(u) +
(

1

2
−

1

2∗

)

l = I(u) +
1

N
l ≥ I(u) +

1

N

1

‖b‖
(N−2)/2
∞

SN/2.

But I ′(u) = 0, and therefore by hypotheses either u = 0 or u = u0. Since
max{I(0), I(u0)} ≤ 0, the above inequality contradicts c < c̄. ✷

Given x0 ∈ int(Ω+
a ∩Ω+

b ) and δ > 0 from (b3), we consider η > 0 small in such
way that B2η(x0) ⊂ Bδ(x0). We take a smooth function satisfying ϕ ≡ 1 in
Bδ(x0) and ϕ ≡ 0 outside B2δ(x0). We consider the function

uε(x) := K(x)−1/2ϕ(x)

(

1

ε+ |x− x0|2

)(N−2)/2

,

and set

vε(x) :=
uε(x)

‖uε‖2∗
. (3.2)

Without loss of generality we can suppose that x0 = 0. This will be assumed
from now on.

Proposition 3.2 Suppose a, b verifies (a2), (b2), (b3) and that α > (N−2)/2.
Then, for any ε > 0 small, the function vε defined above satisfies

max
t>0

I(u0 + tvε) < c̄ := I(u0) +
1

N

1

‖b‖
(N−2)/2
∞

SN/2.

Proof. For any ε > 0, it follows from Lemma 2.3 that the function t 7→
I(u0 + tvε) achieves its maximum at a point tε > 0. Moreover, arguing as in
[8, Lemma 4.1], we can prove that (tε) is bounded for ε ∈ (0, 1].

If we set Ω := supp(vε) ⊂
(

Ω+
a ∩ Ω+

b

)

we can use I ′(u0)vε = 0 and a straight-
forward calculation to get

mε := I(u0 + tεvε) = I(u0) +
t2ε
2
‖vε‖

2 −
1

q
Aε −

1

2∗
Dε, (3.3)
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where
Aε :=

∫

Ω
K(x)a(x)

[

(u0 + tεvε)
q − uq0 − qtεu

q−1
0 vε

]

dx,

and
Dε :=

∫

Ω
K(x)b(x)

[

(u0 + tεvε)
2∗ − u2

∗

0 − 2∗tεu
2∗−1
0 vε

]

dx.

By using the Mean Value Theorem we obtain θ(x) ∈ [0, 1] such that

(u0(x) + tεvε(x))
q − u0(x)

q = q(u0(x) + θ(x)tεvε(x))
q−1tεvε

≥ qtεu0(x)
q−1vε(x),

for any x ∈ Ω. Since a ≥ 0 in Ω, it follows that Aε ≥ 0. In order to estimate
Dε we recall that, for a, b ≥ 0, r > 2 and 1 < µ < r − 1 there holds (see [7])

(a+ b)r ≥ ar + br + rar−1b+ rabr−1 − Cµb
µar−µ,

for some Cµ > 0. If we choose a = u0, b = tεvε and r = 2∗ we obtain

Dε ≥
∫

Ω
K(x)b(x)

[

t2
∗

ε v
2∗

ε + 2∗t2
∗−1

ε u0v
2∗

ε − Cµt
µ
εu

2∗−µ
0 vµε

]

dx.

Replacing this inequality and Aε ≥ 0 in (3.3), we obtain

mε ≤ I(u0) +

(

t2ε
2
‖vε‖

2 −
t2

∗

ε

2∗
‖b‖∞

)

+
t2

∗

ε

2∗

∫

K(x)(‖b‖∞ − b(x))v2
∗

ε (3.4)

−t2
∗−1

ε

∫

K(x)b(x)u0v
2∗−1
ε + Cµ

tµε
2∗

∫

K(x)b(x)u2
∗−µ

0 vµε ,

where we have used
∫

K(x)v2
∗

ε = 1 (see (3.2)) and also that vε ≡ 0 outside Ω.

A simple computation provides

max
t≥0

(

t2

2
‖vε‖

2 −
t2

∗

2∗
‖b‖∞

)

=
1

N

1

‖b‖
(N−2)/2
∞

‖vε‖
N . (3.5)

Moreover, for some constant cµ > 0, there holds (see [5,8])

∫

vµε = cµε
(N(2−µ)+2µ)/4,

whenever N/(N−2) < µ < 2∗. Thus, if we choose µ := (N+1)/(N−2) < 2∗−1
and recall that vε has compact support and (tε) is bounded, we obtain

Cµ
tµε
2∗

∫

K(x)b(x)u2
∗−µ

0 vµε = O(ε(N−1)/4), (3.6)
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as ε→ 0+. By the same reason we obtain A0 > 0 such that

t2
∗−1

ε

∫

K(x)b(x)u0v
2∗−1
ε = A0O(ε

(N−2)/4). (3.7)

On the other hand, according to [6, p. 1165], we have that

‖uε‖
2∗

2∗ =
∫

K(x)|uε|
2∗ = ε−N/2A1 +O(1),

where A1 :=
∫

(1 + |x|2)−N . Hence, we can use condition (b3) to compute

∫

K(x)(‖b‖∞ − b(x))v2
∗

ε =
1

‖uε‖
2∗
2∗

∫

K(x)(‖b‖∞ − b(x))u2
∗

ε

≤ C
εN/2

A1 +O(εN/2)

∫

B2η(0)
|x|γ(ε+ |x|2)−Ndx

≤ CεN/2
∫

B2η(0)
|x|γ−2Ndx = O(εN/2).

By replacing this estimate and (3.5)-(3.7) in (3.4), and recalling that ε > 0 is
small, we obtain

mε ≤ I(u0) +
1

N

1

‖b‖
(N−2)/2
∞

(‖vε‖
2)N/2

+O(ε(N−1)/4) +O(εN/2)−A0O(ε
(N−2)/4).

(3.8)

We now refer to [12, p. 1043-1046] for the following estimates

‖vε‖
2 =































S +O(εα/2), if N > α + 2,

S +O(εα/2−υ) for any 0 < υ < α/2, if N = α + 2,

S +O(ε(N−2)/2), if 2 < N < α + 2.

We first consider the case N > α+ 2. From the first equality above and (3.8)
we get

mε ≤ I(u0) +
1

N

1

‖b‖
(N−2)/2
∞

SN/2 +O(εα/2)−O(ε(N−2)/4)

= c̄+ ε(N−2)/4
(

O(ε(2α−N+2)/4)−A0

)

,

as ε → 0+. The above expression implies that mε < c̄ provided α > (N−2)/2.
If N = α+2 we take the number υ sufficiently close to 0 and obtain the same
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result. For the last case 2 < N < α + 2 it suffices to notice that

mε ≤ I(u0) +
1

N

1

‖b‖
(N−2)/2
∞

SN/2 +O(ε(N−1)/4)− O(ε(N−2)/4),

and therefore the result follows as before. ✷

Proof of Theorem 1.2. The proof is the same of Theorem 1.1. We just notice
that, by Lemma 2.3, we have limt→+∞ I(u0 + tvε) = −∞ and therefore we
can take e := u0 + tvε with t > 0 large and define the minimax level of the
Moutain Pass Theorem as in (2.5). According to Proposition 3.2, for ε > 0
small enough we have that cM < c̄, where c̄ comes from Lemma 3.1. Hence,
we have compactness on the level cM and we can argue as before to obtain a
second critical point with positive energy. ✷
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