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Abstract

This paper is concerned with self-similar solutions in the half-space for linear

and semilinear heat equations with nonlinear boundary conditions. Existence,

multiplicity and positivity of these solutions are analyzed. Self-similar pro�les are

obtained as solutions of a nonlinear elliptic PDE with drift term and a nonlinear

Neumman boundary condition. For that, we employ a variational approach and

derive some compact weighted embeddings for the trace operator.
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1 Introduction and main results

In the �rst part of this paper we consider the nonlinear problem
vt −∆v = 0, in RN

+ × (0,+∞),

∂v

∂ν
= |v|p−2v, on ∂RN

+ × (0,+∞),
(1.1)

where N ≥ 3, 2 < p < 2∗ := 2(N − 1)/(N − 2) and ∂u
∂ν

denotes the partial outward
normal derivative. Along all the paper the points x ∈ RN will be written as x = (x′, xN),
with x′ ∈ RN−1. The upper half-space is de�ned as RN

+ = {(x′, xN) : xN > 0)}, and we
identify ∂RN

+ ' RN−1.
In the last two decades, the problem (1.1) (and its variations) has been studied by

many authors in bounded domains Ω or in the half-space RN
+ ; see, e.g., [5, 35, 33, 4, 23]

and references therein. In these works, the reader can �nd several types of existence,
uniqueness, blow-up or asymptotic behavior results in Lp-spaces for time-dependent
solutions via parabolic approaches.

Here we are interested in another type of solutions and approach. We focus in self-
similar solutions and investigate existence, multiplicity and positivity of solutions for
(1.1) (and the second problem (1.6) below) via a variational approach for elliptic PDEs.
In the forward case, self-similar solutions have the special form

v(x, t) = t−µu(t−1/2x), (1.2)

for µ = 1/(2(p − 2)) > 0. A simple calculation shows that v is a solution for (1.1), if
and only if, the pro�le u veri�es

−∆u− 1

2
(x · ∇u) = µu, in RN

+ ,

∂u

∂ν
= |u|p−2u, on RN−1.

(P )

Besides providing qualitative properties like global existence, blow-up and asymptotic
behavior (see e.g. [21, 25, 22]), self-similar solutions (or self-similar variables) are im-
portant because they preserve the PDE scaling and so carry simultaneously information
about small and large scale behaviors.

Let us remark that, from a viewpoint of elliptic PDEs, the study of (P ) has an
interest of its own. In fact, the problem (P ) is a counterpart in RN

+ , with nonlinear
boundary conditions, of the following PDE de�ned in the whole space

Lu := −∆u− 1

2
(x · ∇u) = λu+ f(u), x ∈ RN , (1.3)

which is connected to self-similar solutions for

vt −∆v = f(v) in RN × (0,∞), (1.4)
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when λ = 1/(p− 2) and e.g. f(v) = ±|v|p−2v. In [21], Haraux and Weissler considered
f(v) = |v|p−2v for 2 + 2/N < p < 2∗ := 2N/(N − 2). By using ODE techniques they
obtained existence of radial solutions for (1.3) according to the value of λ (see also
[6, 31, 38]). Still using ODE techniques, Brezis, Peletier and Terman [9] constructed a
very singular solution for (1.4) with f(v) = −|v|p−2v and 1 < p < 2 + 2/N by obtaining

radial solutions for (1.3) with the decay |x|2/(p−2) u(x) → 0 at in�nity and u′(0) = 0
(see also [17]). An extension of this result for f(x, v) = − |x|β |v|p−2v can be found in
[37]. For u(0) > 0, u′(0) = 0 and f(v) = |v|p−2v, Naito [28] obtained multiplicity of
positive radial solutions for (1.3) depending on the size of limr→∞ r

2/(p−2)u(r) > 0.
In [10], Escobedo and Kavian presented a variational approach to deal with the

operator L. They considered a weighted Sobolev space and obtained some existence
and multiplicity results for the same kind of nonlinearity f used in [21], and also for
the critical case p = 2∗. The uniqueness of positive solutions given in [10] (in that
weighted space) was proved by Naito and Suzuki [29] for 2 + 2/N < p < 2∗. Thanks
to the variational structure, it is possible to consider other variations of f (see [30, 16]
and references therein). We also quote the paper of Escobedo and Zuazua [11], where
a �xed point approach was used to treat a convection term on the nonlinearity. The
problem (1.4) with v(x, 0) = |x|−2/(p−2) and f(v) = |v|p−2v was studied by Galaktionov
and Vazquez [18] who conjectured the existence of exactly two positive solutions for
2 + 2/N < p < 2∗. After, Naito [27] considered (1.4) with the homogeneous initial

data v(x, 0) = a(x/ |x|) |x|−2/(p−2), where a 6≡ 0 and 0 ≤ a ∈ L∞(SN−1), and gave a
partially positive answer for that conjecture by studying solutions of (1.3) with the

additional condition |x|2/(p−2) u(|x|ω) → a(ω) as |x| → ∞ for a.e. ω ∈ SN−1 (see also
[36, 26]). Another approach for looking for self-similar solutions, which goes back to
Giga and Miyakawa [19], is to prove the well-posedness of the parabolic PDE (1.4)

in scaling invariant spaces that contain the data v(x, 0) = a(x/ |x|) |x|−2/(p−2) where
a ∈ L∞(SN−1) (see also [12]).

In order to deal with the operator L in the half-space, we �rst introduce the correct
framework. Following [10], we take the exponential-type weight

K(x) = exp

(
|x|2

4

)
and, using ∇K = 1

2
xK, notice that the �rst equation in (P ) becomes

−div(K(x)∇u) = µK(x)u in RN
+ .

Thus, as in the whole space case, the problem has a variational structure and we can
de�ne the space D1,2

K (RN
+ ) as being the closure of C∞c (RN

+ ) with respect to the norm

‖u‖D1,2
K (RN+ ) =

(∫
RN+
K(x)|∇u|2dx

)1/2

.

We are going to show (see Section 2) that this space has good properties of em-
beddings in weighted Lebesgue spaces, including compact trace ones. It will allow to
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control the nonlinear boundary term in (P ). Hence, using Critical Point Theory we are
able to prove the following result.

Theorem 1.1. If 2 < p < 2∗ and µ < (N/2), then the problem (P ) has a positive

solution.

Recalling that self-similar solutions of (1.1) are obtained when µ = 1/(2(p− 2)), we
can apply the above theorem to obtain the following existence result.

Corollary 1.2. The problem (1.1) has a positive self-similar solutions provided

2 +
1

N
< p < 2

(N − 1)

(N − 2)
. (1.5)

In the proof of Theorem 1.1 we use the classical Mountain Pass Theorem. We do
not know if the number N/2 is optimal to the existence of positive solution for (P ). It
is the �rst eigenvalue of the associated linear problem (see Section 2). In some sense,
this �rst eigenvalue plays the same role of that in the problem settled in the whole RN

(see [10, Theorem 0.14]).
It is worthwhile to mention that the embedding results proved in [10] seem not to

be su�ce to deal with the problem (P ). Even the variational arguments performed
there do not work here. Actually, in order to correctly establish our framework, we
need to obtain some weighted embeddings which are proved by adapting some classical
techniques of Sobolev spaces and using an interpolation argument (see Lemmas 2.2
and 2.4 for details). These embeddings, specially the trace one, could be applied to
other kinds of problems in half-spaces. They complement previous weighted embedding
results which can be found, for instance, in [2, 14, 15, 24, 32, 3, 20] and references
therein. For example, the growth of our weight K(x) is not of log or polynomial type.
Indeed, it does not belong to the Muckenhoupt class Ar.

In the second part of the paper we consider (P ) with an additional power-type
reaction term inside the domain

−∆u− 1

2
(x · ∇u) = µu+ |u|q−2u, in RN

+ ,

∂u

∂ν
= |u|p−2u, on RN−1,

(P̃ )

for 2 < p < 2∗ and 2 < q < 2∗. For q = (2p − 2), considering v(x, t) = t−µu(t−1/2x)

with µ = 1
2(p−2)

= 1
q−2

, the problem (P̃ ) provides self-similar solutions for
vt −∆v = |v|q−2v, in RN

+ × (0,+∞),

∂v

∂ν
= |v|p−2v, on RN−1 × (0,+∞),

(1.6)

which is doubly nonlinear with a reaction term inside the domain and another one
acting on the boundary. As well as (1.1), the problem (1.6) has been object of interest
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in the PDEs literature (see e.g. [5, 35, 4]). Thanks to the extra term |u|q−2u and the
symmetry of the problem, we are able to obtain multiple self-similar solutions. Actually,
we complement the multiplicity results in [10, 38] by proving the following theorem.

Theorem 1.3. Suppose that 2 < p < 2∗ and 2 < q < 2∗. Then there exists a countable

set Γ ⊂ R such that the problem (P̃ ) has in�nitely many solutions provided µ 6∈ Γ.

Consequently, for 2 < p < 2∗ and q = (2p− 2) such that 1
2(p−2)

/∈ Γ, we obtain in�nitely

many self-similar solutions for (1.6).

In the proof of Theorem 1.3 we apply a variant of the Symmetric Mountain Pass
Theorem. We notice that, as in Theorem 1.1, the range of applicability for the parame-
ter µ is related with the eigenvalues of the linear problem. Even the nonlinearity being
superlinear, it seems that there exists some resonant e�ect when we take the number
µ in the set Γ. The restriction appears when we try to prove that almost critical point
sequences are bounded. It could be interesting to study how we can recover compact-
ness in the case µ ∈ Γ. Also, we point out that the condition q = (2p − 2) (necessary
to self-similarity) maps injectively the boundary subcritical range (2, 2∗) onto the in-
side one (2, 2∗). This provides a link between self-similarity, variational methods and
compactness in problems with multiple nonlinearities.

We notice that we do not have information about the sign of the solutions given by
Theorem 1.3. It is natural to ask if you can argue as in the �rst part of the paper and
obtain positive solutions. In our last result, we shall present a positive answer to this
question.

Theorem 1.4. If 2 < p < 2∗, 2 < q < 2∗ and µ < (N/2), then the problem (P̃ ) has

a positive solution. In particular, the problem (1.6) has a positive self-similar solution

when 2 + 1
N
< p < 2∗ and q = (2p− 2).

As commented before, the existence of self-similar solutions provides some qual-
itative properties for PDEs. For instance, concerning non-uniqueness, we have the
following: the critical Lr-space for the problems (1.1) and (1.6) is that with index

r0 = N
2µ

= N(p − 2) = N(q−2)
2

< 2∗. The solutions u of (P ) and (P̃ ) belong to

H1
K(RN

+ ) ⊂ Lr̃K(RN
+ ) with 2 ≤ r̃ ≤ 2∗, and then u ∈ Lr̃K(RN

+ ) ⊂ Lr(RN
+ ) for all

1 ≤ r ≤ 2∗. In view of Corollary 1.2 and Theorem 1.4, for 1 ≤ r < r0, we obtain
that v(x, t) = t−µu(t−1/2x) ∈ BC([0, T );Lr(RN

+ )) is positive with

‖v(·, t)‖Lr = t−
1

2(p−2)
+N

2r ‖u‖Lr → 0, as t→ 0+,

where BC(I;X) stands for bounded continuous functions from I toX. Since v2 ≡ 0 also
is solution, we obtain non-uniqueness of non-negative solutions in BC([0, T );Lr(RN

+ ))
for the problems (1.1) and (1.6). In fact, allowing solutions change their signs, for
2 < p < 2∗ with

1
2(p−2)

/∈ Γ, one obtains in�nitely many solutions in BC([0, T );Lr(RN
+ ))

for (1.6).
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We �nally mention that, �xed T > 0, one can replace t by (T − t) in (1.2) and
consider the backward self-similar solution

v(x, t) = (T − t)−µu((T − t)−1/2x), for all 0 ≤ t < T.

Then v is a solution of the �rst equation in (1.1) if and only if u satis�es

−∆u+
1

2
(x · ∇u)− µu = 0, in RN

+ . (1.7)

If this is the case for u ∈ Lr(RN
+ ) with r0 < r ≤ 2∗, it follows that v(x, t) ∈ C([0, T );Lr(RN

+ ))
and

‖v(·, t)‖Lr = (T − t)−
1

2(p−2)
+N

2r ‖u‖Lr →∞, as t→ T−,

which shows existence of Lr-solutions that blow-up. The equation in (1.7) can be
written as

−div(K̃(x)∇u) = −µK̃(x)u, in RN
+ ,

where K̃(x) = exp(−|x|2/4). Unfortunately, the calculations performed here are not
enough to consider this case, since this weight strongly decay to zero at in�nity. For
the one dimensional case of (1.7), we refer to [13, pg.202].

The paper is organized as follows. Section 2 is devoted to establish the variational
framework and prove the trace type embeddings involving weighted Sobolev spaces.
The analysis of the problem (P ) is performed in Section 3. The last section is devoted

to the problem (P̃ ).

2 The variational setting

For any Ω ⊂ RN we denote by D1,2
K (Ω) the closure of C∞c (Ω) with respect to the

norm

‖u‖D1,2
K (Ω) =

(∫
Ω

K(x)|∇u|2
)1/2

.

For s ≥ 2, we also denote by LsK(Ω) the weighted Lebesgue space

LsK(Ω) =

{
u ∈ Ls(Ω) :

∫
Ω

K(x)|u|sdx <∞
}
.

Analogously, Hs
K(Ω) stands for the Sobolev space H1(Ω) with weight K(x).

When Ω = RN , we have the following embedding result proved by Escobedo and
Kavian [10].

Lemma 2.1. There holds D1,2
K (RN) ↪→ LsK(RN) for any 2 ≤ s ≤ 2∗. Moreover, the

embedding is compact if 2 ≤ s < 2∗.

6



For save notation we denote D1,2
K (RN

+ ) by X and ‖·‖D1,2
K (Ω) by ‖·‖. In order to prove

our embedding results, we de�ne an extension of the function u ∈ X to the whole RN

by setting

ū(x′, xN) =

{
u(x′, xN), if xN > 0,

−2u(x′,−2xN) + 3u(x′,−xN), if xN ≤ 0,
(2.1)

for each x = (x1, x2, . . . , xN) = (x′, xN) ∈ RN . Notice that, if xN > 0, then ∇ū(x) =
∇u(x). On the other hand, if xN < 0, we have that

ūxi(x
′, xN) =

{
−2uxi(x

′,−2xN) + 3uxi(x
′,−xN), if 1 ≤ i ≤ N − 1,

4uxi(x
′,−2xN)− 3uxi(x

′,−xN), if i = N,
(2.2)

which shows that the extension (2.1) preserves C1-regularity.

Lemma 2.2. The embedding X ↪→ LsK(RN
+ ) is continuous for any s ∈ [2, 2∗]. Moreover,

the embedding is compact if s ∈ [2, 2∗).

Proof. Given u ∈ X, we �rst prove that ū ∈ D1,2
K (RN). Indeed, we have that∫

RN
K(x)|∇ū|2dx =

∫
RN+
K(x)|∇u|2 +

∫
RN−
K(x)|∇ū|2dx,

where RN
− = {(x′, xN) : xN < 0}. According to (2.2), we can estimate the last integral

in the following way∫
RN−
K(x)|∇ū|2dx ≤ c1

{
N∑
i=1

∫
RN−
u2
xi

(x′,−2xN)e|x|
2/4dx′dxN

+
N∑
i=1

∫
RN−
u2
xi

(x′,−xN)e|x|
2/4dx′dxN

}
.

Since the weight exp(|x|2/4) is radial, the change of variables (x′, xN) 7→ (x′,−xN) in
the last integral provides∫

RN−
K(x)|∇ū|2dx ≤ c1

{
N∑
i=1

∫
RN−
u2
xi

(x′,−2xN)e|x|
2/4dx′dxN

+

∫
RN+
K(x)|∇u|2dx

}
The weight is also increasing in the radial direction, and therefore∫

RN−
u2
xi

(x′,−2xN)e|x|
2/4dx′dxN ≤

∫
RN−
u2
xi

(x′,−2xN)e|(x
′,−2xN )|2/4dx′dxN .
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The changing (x′, xN) 7→ (x′,−2xN) and the above inequalities imply that∫
RN
K(x)|∇ū|2dx ≤ c2

∫
RN+
K(x)|∇u|2dx, (2.3)

and therefore ū ∈ D1,2
K (RN).

Using (2.3) and Lemma 2.1 we get, for any s ∈ [2, 2∗],∫
RN+
K(x)|u|sdx ≤

∫
RN
K(x)|ū|sdx ≤ c3

∫
RN
K(x)|∇ū|2dx ≤ c4

∫
RN+
K(x)|∇u|2dx,

and therefore the embedding X ↪→ LsK(RN
+ ) is continuous.

Let 2 < s < 2∗ and take θ ∈ (0, 1) such that s = 2θ+ 2∗(1− θ). Hölder's inequality
provides ∫

RN+
K(x)|u|sdx =

∫
RN+
K(x)θ|u|2θK(x)1−θ|u|2∗(1−θ)dx

≤

(∫
RN+
K(x)|u|2dx

)θ(∫
RN+
K(x)|u|2∗dx

)1−θ

.

Hence, we have that
‖u‖LsK(RN+ ) ≤ ‖u‖

2θ/s

L2
K(RN+ )

‖u‖2∗(1−θ)/s.

The above inequality shows that, in order to prove the compactness part of the lemma,
it is su�cient to consider the case s = 2.

If (un) ⊂ X is bounded, then (ūn) is bounded in D1,2
K (RN). It follows from Lemma

2.1 that, along a subsequence, ūn → ū strongly in L2
K(RN). If we denote by u the

restriction of ū to RN
+ we get∫
RN+
K(x)|un − u|2dx ≤

∫
RN
K(x)|ūn − ū|2dx→ 0,

as n→ +∞. Hence, the embedding of X into L2
K(RN

+ ) is compact.

Remark 2.3. As a byproduct of the above proof, we obtain the following: there exists

c1, c2 > 0 such that,

‖ū‖H1
K(RN ) ≤ c1‖u‖H1

K(RN+ ) ≤ c2‖u‖,

for any u ∈ X.

In our next result we prove a trace embedding result for the space X = D1,2
K (RN

+ ).

Lemma 2.4. We have the compact embedding X ↪→ LqK(RN−1) for any 2 < q <

2(N − 1)/(N − 2).
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Proof. Given u ∈ X, we have that u ∈ H1(RN
+ ), since K(x) ≥ 1. Arguing as in

the proof of the previous lemma, we can conclude that ū ∈ H1(RN), and therefore ū
belongs to the fractional Sobolev space Hs(RN) for any 0 < s < 1 (see [1, Theorem
7.63]). According to [1, Theorem 7.58], the spaceHs(RN) embeds in Lt(RN−1) whenever
2 ≤ t ≤ q∗(s) = 2(N − 1)/(N − 2s). If we choose s su�ciently close to 1, we have that
2 < q < q∗(s), and therefore we obtain Hs(RN) ↪→ Lq(RN−1).

We now set v̄ := ū exp(|x|2/(4q)). Since u ≡ ū in {xN = 0}, we have that

‖u‖LqK(RN−1) = ‖ū‖LqK(RN−1) = ‖v̄‖Lq(RN−1) ≤ ‖v̄‖Hs(RN )

The interpolation inequality presented in [8, Theorem 6.4.5] provides c1 > 0 such that

‖u‖LqK(RN−1) ≤ c1‖v̄‖sH1(RN )‖v̄‖
1−s
L2(RN )

. (2.4)

In what follows we shall estimate the two norms on the right-hand side above. A direct
computation provides

∇v̄ = exp(|x|2/(4q))
(
∇ū+ ū

x

2q

)
for a.e. x ∈ RN . Hence, recalling that 2q ≥ 4, we get

|∇v̄|2 ≤ c2 exp(|x|2/(2q))
(
|∇ū|2 +

|ū|2|x|2

4q2

)
≤ c2

(
|∇ū|2 exp(|x|2/4) +

|ū|2|x|2

4q2
exp(|x|2/(2q))

)
.

Since we also have |v̄(x)|2 ≤ |ū(x)|2 exp(|x|2/4), almost everywhere in RN
+ , we conclude

that

‖v̄‖H1(RN ) ≤ c3

{
‖ū‖H1

K(RN ) +

∥∥∥∥ū |x|2q
exp(|x|2/(4q))

∥∥∥∥
L2(RN )

}
. (2.5)

For the last norm in (2.5) we have that∥∥∥∥ū |x|2q
exp(|x|2/(4q))

∥∥∥∥2

L2(RN )

=
1

4q2

∫
RN
a(x)K(x)|ū|2dx, (2.6)

where

a(x) := |x|2 exp

((
1

2q
− 1

4

)
|x|2
)
.

Since q > 2, the function a belongs to L∞(RN). Thus, we infer from (2.5) and (2.6)
that

‖v̄‖H1(RN ) ≤ c3

{
‖ū‖H1

K(RN ) + ‖ū‖L2
K(RN )

}
≤ c4‖ū‖H1

K(RN ). (2.7)

By arguing as above we also conclude that

‖v̄‖L2(RN ) ≤ c5‖ū‖L2
K(RN ). (2.8)
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These two last inequalities, (2.4) and Remark 2.3 imply that

‖u‖LqK(RN−1) ≤ c6‖ū‖H1
K(RN ) ≤ c7‖u‖.

Hence, we have the continuous embedding X ↪→ LqK(RN−1).
In order to prove the compactness of the embedding we take a bounded sequence

(un) ⊂ X. Then (ūn) is bounded in D1,2
K (RN) and therefore, by Lemma 2.1, along a

subsequence ūn → ū strongly in L2
K(RN). If we call u the restriction of ū to the set

RN
+ , we can use (2.7), (2.8) and (2.4) to get

‖un − u‖LqK(RN−1) ≤ c8‖ūn − ū‖sH1
K(RN )‖ūn − ū‖

1−s
L2
K(RN )

.

But Lemma 2.1 implies that ‖·‖H1
K(RN ) and ‖·‖D1,2

K (RN ) are equivalent. Hence, it follows

from the above inequality and the strong convergence in L2
K(RN) that un → u strongly

in LqK(RN−1), as required.

We �nish this section with some important remarks concerning the linear problem
associated to (P ), namely the eigenvalue problem

−div(K(x)∇u) = λK(x)u, in RN
+ ,

∂u

∂ν
= 0, on RN−1.

(LP )

Since the constant functions do not belong to X, any eigenvalue is positive. The weak
formulation of (P ) reads as∫

RN+
K(x)(∇u · ∇v)dx = λ

∫
RN+
K(x)uv dx.

Hence, λ > 0 is an eigenvalue if, and only if, λ−1 is an eigenvalue of the bounded linear
operator T : X → X given by

〈Tu, v〉 :=

∫
RN+
K(x)uv dx, ∀u, v ∈ X.

Invoking Lemma 2.2 we have that T is an compact operator, and therefore it follows
from the spectral theory of compact operators that this problem has a sequence of
eigenvalues (λj)j∈N such that

0 < λ1 < λ2 ≤ · · · ≤ λj ≤ · · ·

with lim
j→+∞

λj = +∞. Moreover, we have the following characterization

N

2
= λ1 = inf

u∈X\{0}

∫
RN+
K(x)|∇u|2dx∫

RN+
K(x)u2dx

. (2.9)
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Actually, the second equality in (2.9) follows from the spectral theory of compact op-
erator in Hilbert spaces, while the �rst one will be proved in the sequel.

Let ϕ1 be an eigenfunction of (LP ) associated to λ1, and denote by ψ ∈ H1
K(RN)

its extension given by ψ ≡ ϕ in RN
+ , and ψ(x′, xN) = ϕ1(x′,−xN) if xN < 0. Since the

weight K is radial, changing variables we get∫
RN
K(x)|∇ψ|2dx =

∫
RN+
K(x)|∇ϕ1|2dx+

∫
RN−
K(x)|∇ϕ1(x′,−xN)|2dx

= 2

∫
RN+
K(x)|∇ϕ1|2dx,

with an analogous equality holding for the integral
∫
RN K(x)ψ2dx. It is proved in [10,

Proposition 2.3] that the �rst eigenvalue of the linear PDE in (LP ) settled in RN is
equal to N/2. Hence, using the characterization of �rst eigenvalue, we obtain

N

2
≤
∫
RN K(x)|∇ψ|2dx∫

RN K(x)ψ2dx
=

∫
RN+
K(x)|∇ϕ1|2dx∫

RN+
K(x)ϕ2

1dx
= λ1,

and therefore N/2 ≤ λ1. On the other hand, the �rst eigenfunction of the problem
in the whole space RN is e−|x|

2/4. Since it is radial, we can use a similar argument to
obtain the reverse inequality N/2 ≥ λ1.

3 The problem (P )

In this section we present the proof of the existence results for our �rst problem.
Recall the notations X = D1,2

K (RN
+ ) and ‖ · ‖ = ‖·‖D1,2

K (RN+ ) . We call u ∈ X a weak

solution of the problem (P ) if∫
RN+
K(x)(∇u · ∇v)− µ

∫
RN+
K(x)uv =

∫
RN−1

K(x′, 0)|u|p−2uv, ∀ v ∈ X.

With this de�nition, the critical points of the energy functional I : X → R given by

I(u) :=
1

2

∫
RN+
K(x)|∇u|2dx− µ

2

∫
RN+
K(x)u2dx− 1

p

∫
RN−1

K(x′, 0)(u+)pdx′,

with u+(x) := max{u(x), 0}, are weak solutions of (P ).
Since we are intending to use Critical Point Theory, we need to prove some com-

pactness properties for the functional I. We recall that (un) ⊂ X is a Cerami sequence
at level c ∈ R, if

I(un)→ c, ‖I ′(un)‖X′(1 + ‖un‖)→ 0. (3.1)

We say that I satis�es the Cerami condition at level c ∈ R if any such sequence has a
convergent subsequence.
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Lemma 3.1. If µ < (N/2), then the functional I satis�es the Cerami condition at any

level.

Proof. Suppose that (un) ⊂ X veri�es (3.1). A simple computation provides

c+ o(1) = I(un)− 1

2
I ′(un)un =

(
1

2
− 1

p

)
‖u+

n ‖
p
LpK(RN−1)

,

and therefore ‖u+
n ‖LpK(RN−1) ≤M1, for some M1 > 0.

Suppose, by contradiction, that ‖un‖ → +∞. Setting vn := un/‖un‖ we may assume
that, for some function v ∈ X, there hold vn ⇀ v weakly in X and vn → v strongly in
L2
K(RN

+ ).
For any ϕ ∈ X, we have that

1

‖un‖
I ′(un)ϕ =

∫
RN+
K(x)(∇vn · ∇ϕ)dx− µ

∫
RN+
K(x)vnϕdx−

1

‖un‖
Cn, (3.2)

where

Cn :=

∫
RN−1

K(x′, 0)(u+
n )p−1ϕdx′.

The boundedness of (‖un‖LpK(RN−1)) and Holder's inequality imply that Cn is bounded.
Hence, taking the limit in (3.2) we conclude that∫

RN+
K(x)(∇v · ∇ϕ)dx = µ

∫
RN+
K(x)vϕdx,

for any ϕ ∈ X. Since µ < (N/2) = λ1, the number µ is not an eigenvalue of (LP ), and
therefore v = 0.

On the other hand,

o(1) =
1

‖un‖2
I ′(un)un = 1− µ‖vn‖L2

K(RN+ ) −
1

‖un‖2
‖u+

n ‖
p
LpK(RN−1)

.

Since vn → 0 in L2
K(RN

+ ) and the last term above also goes to zero, we obtain a
contradiction taking n→ +∞. Hence, the sequence (un) is bounded in X.

Since (un) is bounded in X, up to a subsequence, un ⇀ u weakly in X. Thus,

o(1) = I ′(un)(un − u) = ‖un‖2 − ‖u‖2 − µAn −Bn + o(1), (3.3)

with

An :=

∫
RN+
K(x)un(un − u)dx, Bn :=

∫
RN−1

K(x′, 0)(u+
n )p−1(un − u)dx′.

By Lemma 2.4 we have that, up to a subsequence, un → u strongly in LpK(RN−1). Thus,
we can use Holder's inequality to get

|Bn| ≤
∫
RN−1

K(x′, 0)(p−1)/p|un|p−1K(x′, 0)1/p|un − u|dx′

≤ ‖un‖LpK(RN−1)‖un − u‖LpK(RN−1),
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and therefore Bn → 0. Lemma 2.2 and an easier argument provide An → 0. Hence, we
infer from (3.3) that ‖un‖2 → ‖u‖2. This is equivalent to un → u strongly in X and
the lemma is proved.

We �nish this section with the proof of our �rst main result.

Proof of Theorem 1.1. We �rst check that I satis�es the Mountain Pass Geometry,
namely

(i) there exist α, ρ > 0 such that I(u) ≥ α for any ‖u‖ = ρ, and

(ii) there exist e ∈ X such that ‖e‖ > ρ and I(e) < 0.

Indeed, it follows from Lemma 2.4 that ‖u‖LpK(RN−1) ≤ c1‖u‖ for some c1 > 0 and
any u ∈ X. Hence, using (2.9) and arguing as in the proof of Lemma 3.1, we get

I(u) ≥ 1

2

(
1− µ+

λ1

)
‖u‖2 − c1‖u‖p = ‖u‖p

(
β0‖u‖2−p − c1

)
,

for β0 := (λ1 − µ+)/(2λ1) > 0. Thus, item (i) holds for ρ := [(1 + c1)/β0]1/(2−p) and
α := ρp. For any u ∈ X such that ‖u+‖LpK(RN−1) 6= 0 we have that

I(tu) =
t2

2
‖u‖2 − µt

2

2
‖u‖2

L2(RN+ ) −
tp

p
‖u+‖LpK(RN−1).

Since p > 2 we conclude that I(tu) → −∞ as t → +∞. Hence, we can set e := tu,
with t large, to get (ii).

Since µ < (N/2) the functional I satis�es the Cerami condition at any level. Hence,
it follows from the Mountain Pass Theorem that I possesses a critical point u ∈ X \{0}.
As quoted before, u is a weak solution of (P ), and therefore it remains to show that it
is positive.

If we set u−(x) := max{−u(x), 0}, we have that

0 = I ′(u)(u−) = −‖u−‖2 + µ

∫
RN+
K(x)(u−)2 ≤ −

(
1− µ+

λ1

)
‖u−‖2.

Hence u ≥ 0 a.e. in RN
+ . It follows from the Maximum Principle that u > 0 in RN

+ .

4 The problem (P̃ )

In order to obtain multiple solutions for (P̃ ) we change the de�nition of the func-
tional I, by setting

I(u) :=
1

2
‖u‖2 − µ

2
‖u‖2

L2
K(RN+ ) −

1

p
‖u‖p

LpK(RN−1)
− 1

q
‖u‖q

LqK(RN+ )
.
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We shall verify that it possesses in�nitely many critical points.
If µ > λ1, we take j ∈ N in such way that λj < µ < λj+1, and set

V := span{ϕ1, . . . , ϕj}, W := V ⊥,

where ϕk is a normalized λk-eigenfunction of the linear problem (LP ). If µ < λ1 we
just de�ne V := {0} and W := X.

Lemma 4.1. There hold

(i) there are constants ρ, α > 0 such that I|∂Bρ(0)∩W ≥ α, and

(ii) for each �nite dimensional subspace X̃ ⊂ X, there is an R = R(X̃) such that

I ≤ 0 on X̃ \BR(0).

Proof. We �rst recall that, in view of the variational characterization of the eigenvalue
λj+1, we have that

‖u‖2 ≥ λj+1

∫
RN+
K(x)u2dx, ∀u ∈ W.

Hence, we can proceed as in the proof of Theorem 1.1 to get

I(u) ≥ 1

2

(
1− µ+

λj+1

)
‖u‖2 − c1‖u‖p − c2‖u‖q, ∀u ∈ W.

If we set β0 := (λj+1 − µ+)/(2λj+1) > 0, θ := max{p, q} > 2 and c3 := c1 + c2 > 0, we
obtain

I(u) ≥ ‖u‖θ(β0‖u‖2−θ − c3), ∀u ∈ W ∩B1(0),

and therefore the item (i) holds for ρ := min{[(1 + c3)/β0]1/(2−θ), 1} and α := ρθ.

The veri�cation of (ii) is easy. Indeed, suppose that X̃ is a �nite dimensional

subspace of X. Since all norms in X̃ are equivalent, we can argue as above to get

I(u) ≤ 1

2
‖u‖2 − c4‖u‖q, ∀u ∈ X̃.

Thus, I(u)→ −∞ as ‖u‖ → ∞, u ∈ X̃, and (ii) follows.

In what follows we prove our multiplicity result.

Proof of Theorem 1.3. Arguing along the same lines of the proof of Lemma 3.1, we can
check that I satis�es the Cerami condition if µ is not an eigenvalue of (LP ). Indeed,
with the same notation of that proof, we see that this fact enable us to conclude that
the weak limit of the normalization of the Cerami sequence is zero. Thus, it su�ces
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to repeat the argument recalling that, by Lemma 2.2, the embedding X ↪→ LqK(RN
+ ) is

compact.
We have that I satis�es the Cerami condition, is even and I(0) = 0. Hence, in

view of the geometric conditions given by Lemma 4.1, we may invoke the Symmetric
Mountain Pass Theorem [34, Theorem 9.12] (see [7] for the deformation lemma with
Cerami instead of Palais-Smale condition) to obtain in�nitely many critical points for
I. This concludes the proof.

Proof of Theorem 1.4. Arguing as in the above proof, we can check that the functional

u 7→ 1

2
‖u‖2 − µ

2
‖u‖2

L2
K(RN+ ) −

1

p
‖u+‖p

LpK(RN−1)
− 1

q
‖u+‖q

LqK(RN+ )
,

satis�es all the hypotheses of the Mountain Pass Theorem. The positivity of the ob-
tained critical point can be proved as in Theorem 1.1.
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