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#### Abstract

We prove the existence of two solutions for some elliptic equations with combined indefinite nonlinearities on the boundary. The main novelty is to consider variational methods together with a suitable split of the Sobolev space $W^{1,2}(\Omega)$.
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## 1 Introduction

Since the work of Steklov [25], the semilinear problem

$$
\Delta u=0, \text { in } \Omega, \quad \frac{\partial u}{\partial \eta}=g(x, u), \text { on } \partial \Omega
$$

has been extensively studied with many different type of perturbations $g(x, u)$ appearing on the boundary of the open set $\Omega \subset \mathbb{R}^{N}$. For linear function $g$, it comes from physics, with the function $u$ being the steady state temperature on $\Omega$ such that the flux on the boundary is proportional to the temperature. The Steklov was introduced in [25] where was considered a linear problem on the boundary. It is also

[^0]important in conductivity and harmonic analysis [8] and some problems in conformal geometry [11]. There are many papers considering nonlinear perturbations on the boundary (see [5, $9,12,18,21-24]$, for instance).

In the first part of the paper we suppose that the function $g(x, u)$ presents a competition between a concave and a convex term. More specifically, we shall study

$$
\left\{\begin{array}{lr}
\Delta u=0, & \text { in } \Omega  \tag{1.1}\\
\frac{\partial u}{\partial \eta}=a(x)|u|^{p-2} u+\mu b(x)|u|^{q-2} u, & \text { on } \partial \Omega
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{N}, N \geq 3$, is a bounded smooth domain, $\mu>0,1<q<2<p<$ $2_{*}=2(N-1) /(N-2)$ and the potentials $a, b$ verify
$\left(a_{0}\right) a \in L^{\infty}(\partial \Omega)$ and $\int_{\partial \Omega} a(x) \mathrm{d} \sigma_{x} \neq 0 ;$
$\left(a_{1}\right)$ there exists a non-empty set $\mathcal{A}^{+} \subset \partial \Omega$ open in $\partial \Omega$ such that $a(x)>0$ for a.e. $x \in \mathcal{A}^{+}$;
$\left(b_{0}\right) b \in L^{\infty}(\partial \Omega)$ and $\int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x}<0 ;$
$\left(b_{1}\right)$ there exists a non-empty set $\mathcal{B}^{+} \subset \partial \Omega$ open in $\partial \Omega$ such that $b(x)>0$ for a.e. $x \in \mathcal{B}^{+}$.

In our first result, we obtain multiple positive solutions for small values of $\mu$. More specifically, we prove the following.

Theorem 1.1 If $1<q<2<p<2_{*}$ and the potentials a and $b$ satisfy $\left(a_{0}\right)$, $\left(a_{1}\right)$, $\left(b_{0}\right)$ and $\left(b_{1}\right)$, then there exists $\mu^{*}>0$ such that the problem (1.1) admits at least two positive solutions if $\mu$ is small.

Since the pioneer work of Ambrosetti, Brezis and Cerami [3], elliptic problems with concave-convex terms have been widely studied. It is impossible to give a complete list of references and therefore we quote the papers $[1,2,4,14,16,20]$, where the authors presented some related results for indefinite potentials.

In our proof, we use variational methods, by looking for critical points of the energy functional associated to (1.1). After obtaining a first solution with a minimization argument, we use a version of the Mountain Pass Theorem to get another solution. Although the main steps of the proof are standard, the calculation here becomes more involved since the first equation of the problem does not involve the operator $-\Delta+$ Id. Hence, the quadratic part of the energy functional, namely $\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x$, is not a norm in the natural space $W^{1,2}(\Omega)$. In order to overcome this difficulty we follow [6], by making an appropriate decomposition of the space $W^{1,2}(\Omega)$.

In our second result we consider a different type of competition on the boundary. Actually, we replace the superlinear term in (1.1) by a function $f(x, u)$ and consider the problem

$$
\left\{\begin{array}{lrl}
\Delta u=0, & \text { in } \Omega  \tag{1.2}\\
\frac{\partial u}{\partial \eta}=f(x, u)+\mu b(x)|u|^{q-2} u, & \text { on } \partial \Omega
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{N}, N \geq 3$, is a bounded smooth domain, $\mu>0,1<q<2$ and the function $f \in C(\partial \Omega \times \mathbb{R}, \mathbb{R})$ has subcritical growth, that is,
$(f)$ there exist $C_{1}, C_{2}>0$ and $p \in\left(2,2_{*}-1\right)$ such that

$$
|f(x, s)| \leq C_{1}+C_{2}|s|^{p-1}, \quad \forall x \in \partial \Omega, s \in \mathbb{R}
$$

We are interested in the case that $f$ is asymptotically linear at the origin and at the infinity. Since we shall consider some weighted eigenvalue problems, we introduce the set

$$
\mathcal{F}:=\left\{\begin{array}{ll}
k: \Omega \rightarrow \mathbb{R}: \begin{array}{l}
k \in L^{\sigma}(\partial \Omega), \text { for some } \sigma>N-1 \\
k^{+} \neq 0, \int_{\partial \Omega} k(x) \mathrm{d} \sigma_{x} \neq 0
\end{array}
\end{array}\right\}
$$

where $k^{+}(x):=\max \{k(x), 0\}$.
Setting $F(x, s):=\int_{0}^{s} f(x, t) \mathrm{d} t$, we suppose that
$\left(f_{0}\right)$ there exists $K_{0} \in \mathcal{F}$ such that

$$
\lim _{s \rightarrow 0^{+}} \frac{2 F(x, s)}{s^{2}}=K_{0}(x), \quad \text { uniformly for } x \in \partial \Omega
$$

$\left(f_{\infty}\right)$ there exists $k_{\infty} \in \mathcal{F}$ such that

$$
\lim _{s \rightarrow+\infty} \frac{f(x, s)}{s}=k_{\infty}(x), \quad \text { uniformly for } x \in \partial \Omega
$$

For any $k \in \mathcal{F}$, we can prove (see Section 2) that the eigenvalue problem

$$
\Delta u=0, \text { in } \Omega, \quad \frac{\partial u}{\partial \nu}=\lambda k(x) u, \text { on } \partial \Omega
$$

has a sequence of eigenvalues $\left(\lambda_{j}(k)\right)_{j \in \mathbb{N}}$ such that $\lambda_{j}(k) \rightarrow \infty$ as $j \rightarrow \infty$. With this notation, we can state our second result in the following way

Theorem 1.2 Suppose that b satisfies $\left(b_{0}\right)-\left(b_{1}\right)$ and $f$ satisfies $(f),\left(f_{\infty}\right)$ and $\left(f_{0}\right)$ with $\int_{\partial \Omega} K_{0}(x) d \sigma_{x}<0$. Assume also that

$$
\lambda_{1}\left(k_{\infty}\right)<1<\lambda_{1}\left(K_{0}\right) \quad \text { and } \quad \lambda_{j}\left(k_{\infty}\right)<1<\lambda_{j+1}\left(k_{\infty}\right)
$$

for some $j \geq 1$. Then the problem (1.2) admits at least two nonzero solutions for any $\mu>0$ small enough.

Although we can guarantee that one of the above solutions is positive, we do not have information about the sign of the second one. However, if we suppose that $f$ is odd in the second variable, we can obtain two positive solutions as in Theorem 1.1 (see Remark 4.1). The condition $\lambda_{j}\left(k_{\infty}\right)<1<\lambda_{j+1}\left(k_{\infty}\right)$ is a sort of nonressonance condition. It is used only to show that the energy functional has some compactness properties (see Proposition 4.2).

In the proof we follow the same lines of Theorem 1.1. Again, we need to consider some trick decomposition of the space $W^{1,2}(\Omega)$. In the asymptotically linear case, the eigenvalue problems associated to the asymptotic limits $K_{0}$ and $k_{\infty}$ play an important rule in this feature.

Semilinear elliptic problems with concave-convex or asymptotically terms have been considered during the last years(see [2, 15, 19], for instance). Usually, they are treated under Dirichlet boundary conditions. In this case, the map $u \mapsto$ $\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x$ defines a norm in the working space $W_{0}^{1,2}(\Omega)$. The same does not occur in problems (1.1) and (1.2), since the natural space to look for solutions is $W^{1,2}(\Omega)$. For semilinear elliptic problems with nonlinear terms on the boundary we refer the reader to $[4,5,10,15,21,22]$. In all these works the left hand side of the equation treated provides the norm $u \mapsto \int_{\Omega}\left(|\nabla u|^{2}+c(x) u^{2}\right) \mathrm{d} x$ in $W^{1,2}(\Omega)$, since they considered $c(x) \geq c_{0}>0$ a.e. in $\Omega$. The main feature of this paper is to consider the extremal case $c \equiv 0$. Hence, our results complement and/or generalize the aforementioned works. In particular, Theorem 1.1 complements the results of $[15,19]$ and Theorem 1.2 is closely related to $[2,4]$.

The paper is organized as follows: in the next section we give some preliminaries results and present the abstract framework to deal with our problems. Section 3 is devoted to the proof of Theorem 1.1 and in the final Section 4 we prove Theorem 1.2.

## 2 Preliminary results

In this section we present the variational framework to deal with our problems. The main difficulty is that its linear part induces the term $\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x$ in the associated functional. Since we are going to work with the space $W^{1,2}(\Omega)$, this term is not a norm and therefore some of the usual arguments do not hold. In order to overcome this problem we adapt some ideas from [6] (see also [10]).

Here and throughout this work $C, C_{1}, C_{2}, \ldots$, are positive constants. The element of area in the integrals over $\partial \Omega$ is denoted by $\mathrm{d} \sigma_{x}$, and the norm in $L^{s}(\Omega)$ by $\|\cdot\|_{s}$. For any $s>1$, we denote by $s^{\prime}$ its conjugated exponent. We recall the set $\mathcal{F}$ defined in the introduction

$$
\mathcal{F}:=\left\{\begin{array}{ll}
k: \Omega \rightarrow \mathbb{R}: \begin{array}{l}
k \in L^{\sigma}(\partial \Omega), \text { for some } \sigma>N-1 \\
k^{+} \not \equiv 0, \int_{\partial \Omega} k(x) \mathrm{d} \sigma_{x} \neq 0
\end{array}
\end{array}\right\}
$$

The next two results are versions of analogous results presented in [6].

Lemma 2.1 Let $k \in \mathcal{F}$ and define

$$
\begin{equation*}
X_{k}:=\left\{u \in W^{1,2}(\Omega): \int_{\partial \Omega} k(x) u \mathrm{~d} \sigma_{x}=0\right\} \tag{2.1}
\end{equation*}
$$

Then
(i) the Poincaré inequality holds in the subspace $X_{k}$, that is, for some $C>0$ we have that

$$
\|u\|_{2} \leq C\|\nabla u\|_{2}, \quad \forall u \in X_{k}
$$

(ii) for any $u \in W^{1,2}(\Omega)$ there is (a unique) $t_{u} \in \mathbb{R}$ such that $u^{\perp}:=\left(u-t_{u}\right) \in X_{k}$, and therefore $W^{1,2}(\Omega)=\langle 1\rangle \oplus X_{k}$. Moreover, the expression

$$
\begin{equation*}
\left\langle\left(t_{u}+u^{\perp}\right),\left(t_{v}+v^{\perp}\right)\right\rangle=t_{u} \cdot t_{v}+\int_{\Omega}\left(\nabla u^{\perp} \cdot \nabla v^{\perp}\right) \mathrm{d} x \tag{2.2}
\end{equation*}
$$

\{pii\}
defines an inner product in $W^{1,2}(\Omega)$ with associated norm equivalent to the usual one.

Proof. Suppose, by contradition, that there exists $\left(u_{n}\right) \subset X_{k}$ such that $\left\|u_{n}\right\|_{2} \geq$ $n\left\|\nabla u_{n}\right\|_{2}$. If we define $v_{n}:=u_{n} /\left\|u_{n}\right\|_{2}$, we have that $\left\|v_{n}\right\|_{2}=1$ and $\left\|\nabla v_{n}\right\|_{2} \leq 1 / n$. Hence, $\left(v_{n}\right)$ is bounded in $W^{1,2}(\Omega)$. Since $\sigma>(N-1)>2(N-1) / N=\left(2_{*}\right)^{\prime}$, up to a subsequence, $v_{n} \rightarrow v$ strongly in $L^{2}(\partial \Omega)$ and $L^{\sigma^{\prime}}(\partial \Omega)$. Thus,

$$
\left|\int_{\partial \Omega} k(x)\left(v_{n}-v\right) \mathrm{d} \sigma_{x}\right| \leq\|k\|_{L^{\sigma}(\partial \Omega)}\left\|v_{n}-v\right\|_{L^{\sigma^{\prime}}(\partial \Omega)}
$$

and therefore $\|v\|_{2}=1$ and $\int_{\partial \Omega} k(x) v \mathrm{~d} \sigma_{x}=0$.
Since $\frac{\partial v_{n}}{\partial x_{i}} \rightarrow 0$ in $L^{2}(\Omega)$, for any $\varphi \in C_{0}^{\infty}(\Omega)$ we get

$$
\int_{\Omega} v \frac{\partial \varphi}{\partial x_{i}} \mathrm{~d} x=-\int_{\Omega} \frac{\partial v}{\partial x_{i}} \varphi \mathrm{~d} x=-\lim _{n \rightarrow+\infty} \int_{\Omega} \frac{\partial v_{n}}{\partial x_{i}} \varphi \mathrm{~d} x=0
$$

Hence, $v \in W^{1,2}(\Omega)$ has null weak derivate and, for some $C \in \mathbb{R}, v(x)=C$ a.e. in $\Omega$. This, $\int_{\partial \Omega} k(x) v \mathrm{~d} \sigma_{x}=0$ and $\int_{\partial \Omega} k(x) \mathrm{d} \sigma_{x} \neq 0$ imply that $v=0$, which contradicts $\|v\|_{2}=1$. This proves the first item.

For item (ii) we take $u \in W^{1,2}(\Omega)$ and set

$$
t_{u}:=\frac{1}{\int_{\partial \Omega} k(x) \mathrm{d} \sigma_{x}} \int_{\partial \Omega} k(x) u \mathrm{~d} \sigma_{x}
$$

A straightforward calculation shows that $u^{\perp}=u-t_{u} \in X_{k}$. Using (i), we can prove that (2.2) defines an inner product in $W^{1,2}(\Omega)$. If we denote by $\|\cdot\|$ the norm induced by this inner product we have that, for any $u \in W^{1,2}(\Omega)$,

$$
\|u\|_{W^{1,2}}^{2}=\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) \mathrm{d} x \leq 2 t_{u}^{2}|\Omega|+\int_{\Omega}\left(\left|\nabla u^{\perp}\right|^{2}+2\left(u^{\perp}\right)^{2}\right) \mathrm{d} x \leq C\|u\|^{2},
$$

for some $C>0$ independent of $u$. Using this inequality and item (i) again we can prove that $\left(W^{1,2}(\Omega),\|\cdot\|\right)$ is a Banach space. Hence, it follows from the Open Maping Theorem (see [7, Corollary 2.8]) that $\|\cdot\|$ is equivalent to $\|\cdot\|_{W^{1,2}}$.

We present below a technical result which will be useful to control the behaviour of the energy functional near the origin. We borrow some ideas from [10].

Lemma 2.2 Let $k$ and $X_{k}$ as in the statement of Lemma 2.1. If $\left(a_{0}\right)$ and $\left(b_{0}\right)$ hold, then there exist $\eta>0$ such that, for any $u=t_{u}+u^{\perp}$, with $t_{u} \in\langle 1\rangle=\mathbb{R}$ and $u^{\perp} \in X_{k}$, we have that

$$
\int_{\partial \Omega} b(x)\left|t_{u}+u^{\perp}\right|^{q} \mathrm{~d} \sigma_{x} \leq \frac{\left|t_{u}\right|^{q}}{2} \int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x}, \text { whenever }\left\|\nabla u^{\perp}\right\|_{2} \leq \eta\left|t_{u}\right|
$$

Proof. Arguing by contradiction, we suppose that there exists a sequence $\left(u_{n}\right) \in H$ such that $\left(\int_{\Omega}\left|\nabla u_{n}^{\perp}\right|^{2} \mathrm{~d} x\right)^{1 / 2} \leq\left|t_{u_{n}}\right| / n$ and

$$
\begin{equation*}
\int_{\partial \Omega} b(x)\left|t_{u_{n}}+u_{n}^{\perp}\right|^{q} \mathrm{~d} \sigma_{x}>\frac{\left|t_{u_{n}}\right|^{q}}{2} \int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x} \tag{2.3}
\end{equation*}
$$

where $u_{n}=t_{u_{n}}+u_{n}^{\perp}, t_{u_{n}} \in \mathbb{R}$ and $u_{n}^{\perp} \in X_{k}$. If we set $w_{n}:=u_{n}^{\perp} / t_{u_{n}}$, we conclude that $\int_{\Omega}\left|\nabla w_{n}\right|^{2} \mathrm{~d} x \rightarrow 0$. Since Poincare's inequality holds in $X_{k}$, see Lemma 2.1, we get $w_{n} \rightarrow 0$ in $X_{k}$. Moreover, the continuous embedding $X_{k} \subset L^{q}(\partial \Omega)$ shows that $w_{n} \rightarrow 0$ in $L^{q}(\partial \Omega)$ and $w_{n} \rightarrow 0$ a. e. in $\partial \Omega$. Dividing the inequality in (2.3) by $\left|t_{u_{n}}\right|^{q}$, we obtain

$$
\int_{\partial \Omega} b(x)\left|1+w_{n}\right|^{q} \mathrm{~d} \sigma_{x}>\frac{1}{2} \int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x}
$$

Taking the limit and using Lebesgue Theorem we conclude that $\int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x} \geq 0$, which contradicts $\left(b_{0}\right)$. This completes the proof.

Remark 2.1 A simple inspection of the proofs show that the two lemmas above remain true if we discard the hypothesis on $k^{+}$and suppose only that $k \in L^{\sigma}(\partial \Omega)$ for some $\sigma>N-1$.

For any $k \in \mathcal{F}$, let us consider the eigenvalue problem

$$
\begin{cases}\Delta u=0, &  \tag{2.4}\\ \text { in } \Omega \\ \frac{\partial u}{\partial \nu}=\lambda k(x) u, & \\ \text { on } \partial \Omega .\end{cases}
$$

Since $k \in L^{\sigma}(\Omega)$ with $\sigma>(N-1)$, we can use Hölder's inequality and the spectral theory of compact operators to obtain an unbounded sequence of eigenvalues $\left(\lambda_{j}(k)\right)_{j \in \mathbb{N}}$ such that $\lambda_{j}(k) \rightarrow \infty$ as $j \rightarrow \infty$. Notice that $\lambda_{0}(k)=0$ is an eigenvalue
of (2.4) associated with the constant eigenfunctions. Since $\langle 1\rangle^{\perp}=X_{k}$, we have the following characterization

$$
\lambda_{1}(k)=\inf _{u \in X_{k}}\left\{\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x, \int_{\partial \Omega} k(x) u^{2} \mathrm{~d} \sigma_{x}=1\right\}>0
$$

Indeed, if we take $\left(u_{n}\right) \subset X_{k}$ such that $\int_{\partial \Omega} k(x) u_{n}^{2} \mathrm{~d} \sigma_{x}=1$ and $\left\|\nabla u_{n}\right\|_{2} \rightarrow$ $\lambda_{1}(k)$, we can use Lemma 2.1 to conclude that $\left(u_{n}\right)$ is bounded. Hence, up to a subsequence, $u_{n} \rightharpoonup u$ weakly in $W^{1,2}(\Omega)$. Since $\sigma>N-1$, we can prove that $u \in X_{k} \backslash\{0\}$ and $\int_{\partial \Omega} k(x) u^{2} \mathrm{~d} \sigma_{x}=1$. Recalling that $v \mapsto\left(\int_{\Omega}|\nabla v|^{2} \mathrm{~d} x\right)^{1 / 2}$ defines a norm in $X_{k}$, we can use a standard argument to show that $\lambda_{1}(k)$ is achieved by the function $u$. Since $u \neq 0$ and $X_{k}$ does not contain constant function we conclude that $\lambda_{1}(k)>0$, as claimed.

Many other properties of the first eigenvalue could be proved depending on the sign of $\int_{\partial \Omega} k(x) \mathrm{d} \sigma_{x}$. We omit more details since just the above consideration is enough to our purposes. We refer the reader to $[13,26]$ for a full description of the first positive eigenvalue of a related eigenvalue problem.

## 3 The concave-convex case

In this section we consider the concave-convex case, proving that problem (1.1) admits two positive solutions. Along all this section we consider the function $k$ of the previous section as being $k \equiv 1$. With this choice, the set $X_{1}$ defined in (2.1) is the subspace of the functions with zero average in $\Omega$. More specifically, we denote by $H$ the space $W^{1,2}(\Omega)$ with the following decomposition

$$
H=\langle 1\rangle \oplus X_{1}=\langle 1\rangle \oplus\left\{u \in W^{1,2}(\Omega): \int_{\partial \Omega} u \mathrm{~d} \sigma_{x}=0\right\}
$$

Hence, any element $u \in H$ can be (uniquely) written as $u=t_{u}+u^{\perp}$, with $t_{u} \in \mathbb{R}$ and $u^{\perp} \in X_{1}$. In $H$, we consider the norm

$$
\left\|t_{u}+u^{\perp}\right\|=\sqrt{t_{u}^{2}+\left\|\nabla u^{\perp}\right\|_{2}^{2}}
$$

which is equivalent to the usual norm of $W^{1,2}(\Omega)$ (see Lemma 2.1).
The energy functional associated with the problem (1.1) is

$$
J(u):=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x-\frac{1}{p} \int_{\partial \Omega} a(x)|u|^{p} \mathrm{~d} \sigma_{x}-\frac{\mu}{q} \int_{\partial \Omega} b(x)|u|^{q} \mathrm{~d} \sigma_{x}, \quad u \in H .
$$

A straightforward calculation show that $J \in C^{1}(H, \mathbb{R})$ and its critical points are weak solutions of (1.1).

We are going to obtain the solution by looking for the critical points $\mathrm{f} J$. We first verify that the functional admits the Mountain Pass geometry.

Lemma 3.1 Suppose that $\left(a_{0}\right),\left(a_{1}\right)$ and $\left(b_{0}\right)$ hold. Then there exists $\mu^{*}>0$ such that, for any $\mu \in\left(0, \mu^{*}\right)$, we have the following
(i) there exist $\alpha_{\mu}, r_{\mu}>0$ such that

$$
J(u) \geq \alpha_{\mu}, \quad \forall u \in H,\|u\|=r_{\mu}
$$

(ii) there exists $e \in H^{1}(\Omega)$, independent of $\mu$, such that

$$
J(e)<0, \quad\|e\|>r_{\mu}
$$

Proof. Let $\eta$ be given by Lemma 2.2 and consider $u=t_{u}+u^{\perp}$, with $t_{u} \in \mathbb{R}$ and $u^{\perp} \in X_{1}$. We split the proof in two distinct cases.

Case 1: $\left\|\nabla u^{\perp}\right\|_{2} \leq \eta\left|t_{u}\right|$.
In this case, since $\|u\|^{2}=t_{u}^{2}+\left\|\nabla u^{\perp}\right\|_{2}^{2}=r^{2}$, we have that

$$
\begin{equation*}
t_{u} \geq r / \sqrt{1+\eta^{2}} \tag{3.1}
\end{equation*}
$$

Hence, it follows from Lemma 2.2 that

$$
\begin{aligned}
J(u) & \geq \frac{1}{2} \int_{\Omega}\left|\nabla u^{\perp}\right|^{2} \mathrm{~d} x-\frac{1}{p} \int_{\partial \Omega} a(x)|u|^{p} \mathrm{~d} \sigma_{x}-\frac{\mu}{2 q}\left|t_{u}\right|^{q} \int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x} \\
& \geq-C_{1}\|u\|^{p}-\frac{\mu}{2 q}\left|t_{u}\right|^{q} \int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x}
\end{aligned}
$$

for some $C_{1}>0$, where we have used the trace embedding $W^{1,2}(\Omega) \subset L^{p}(\partial \Omega)$ in the last inequality. Since $\int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x}<0$, we can use (3.1) to get

$$
J(u) \geq r^{q}\left(-C_{1} r^{p-q}+\mu C_{2}\right)
$$

with $C_{2}:=-\int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x} /\left(2 q\left(1+\eta^{2}\right)^{q / 2}\right)>0$. Thus, if $r^{p-q} \leq\left(\mu C_{2}\right) /\left(2 C_{1}\right)$, we have that

$$
\begin{equation*}
J(u) \geq \frac{\mu}{2} C_{2} r^{q} \tag{3.2}
\end{equation*}
$$

for any $u \in H$ such that $\left\|\nabla u^{\perp}\right\|_{2} \leq \eta\left|t_{u}\right|$ and $\|u\| \leq r$. It is important to notice that the above inequality is verified for any $\mu>0$.

Case 2: $\left\|\nabla u^{\perp}\right\|_{2}>\eta\left|t_{u}\right|$.
In this case, for $\gamma:=\sqrt{1+\eta^{-2}}$, we have that

$$
\begin{equation*}
\|u\|^{2} \leq \gamma^{2}\left\|\nabla u^{\perp}\right\|_{2}^{2} \tag{3.3}
\end{equation*}
$$

Hence

$$
\left.\left|\int_{\partial \Omega} b(x)\right| u\right|^{q} \mathrm{~d} \sigma_{x} \mid \leq C_{3}\|u\|^{q} \leq C_{3} \gamma^{q}\left\|\nabla u^{\perp}\right\|_{2}^{q}
$$

and we can use (3.3) to get

$$
\begin{aligned}
J(u) & \geq \frac{1}{2}\left\|\nabla u^{\perp}\right\|_{2}^{2}-C_{1}\|u\|^{p}-\frac{\mu C_{3}}{q} \gamma^{q}\left\|\nabla u^{\perp}\right\|_{2}^{q} \\
& \geq \frac{1}{2}\left\|\nabla u^{\perp}\right\|_{2}^{2}\left\{1-C_{1} \gamma^{p}\left\|\nabla u^{\perp}\right\|_{2}^{p-2}-\frac{\mu C_{3}}{q} \gamma^{q}\left\|\nabla u^{\perp}\right\|_{2}^{q-2}\right\}
\end{aligned}
$$

It follows that, for some constants $C_{4}, C_{5}>0$ which are independent of $\mu>0$, we have that

$$
\begin{equation*}
J(u) \geq \frac{1}{2}\left\|\nabla u^{\perp}\right\|_{2}^{2}\left\{1-C_{5}\left\|\nabla u^{\perp}\right\|_{2}^{p-2}-\mu C_{4}\left\|\nabla u^{\perp}\right\|_{2}^{q-2}\right\} \tag{3.4}
\end{equation*}
$$

We now set $r_{1}:=\left(4 C_{5}\right)^{1 /(2-p)}$ and notice that, if $\|u\|=r_{1}$, then $\left\|\nabla u^{\perp}\right\|_{2} \leq$ $r_{1}$, and therefore $C_{5}\left\|\nabla u^{\perp}\right\|_{2}^{p-2} \leq 1 / 4$. Moreover, since (3.3) implies that $\left\|\nabla u^{\perp}\right\|_{2} \geq$ $r_{1} / \gamma>0$, there exists $\mu^{*}>0$ such that $\mu C_{4}\left\|\nabla u^{\perp}\right\|_{2}^{q-2} \leq 1 / 4$, for any $\mu \in\left(0, \mu^{*}\right)$. Then, we can use (3.4) to deduce that

$$
J(u) \geq \frac{1}{4}\left\|\nabla u^{\perp}\right\|_{2}^{2} \geq \frac{1}{4 \gamma^{2}}\|u\|^{2}=\frac{\eta^{2}}{4\left(1+\eta^{2}\right)} r_{1}^{2}>0
$$

for any $\mu \in\left(0, \mu^{*}\right),\|u\|=r_{1}$ and $\left\|\nabla u^{\perp}\right\|_{2}>\eta\left|t_{u}\right|$. This and (3.2) show that the first statement of the lemma holds if we set

$$
r_{\mu}:=\min \left\{\left(\frac{\mu C_{2}}{2 C_{1}}\right)^{1 /(p-q},\left(4 C_{5}\right)^{1 /(2-p)}\right\}
$$

and

$$
\alpha_{\mu}:=\min \left\{\frac{\mu}{2} C_{2} r_{\mu}^{q}, \frac{\eta^{2}}{4\left(1+\eta^{2}\right)}\left(4 C_{5}\right)^{2 /(2-p)}\right\} .
$$

For the proof of (ii) we consider a positive smooth function $\phi_{1}: \partial \Omega \rightarrow \mathbb{R}$ with support contained in the set $\mathcal{A}^{+}$given by condition $\left(a_{1}\right)$. According to [7, page 315], there exists an extension $\phi \in H$ such that $\phi_{1}=\phi \mid \partial \Omega$. We have that

$$
J(t \phi) \leq \frac{t^{2}}{2}\|\nabla \phi\|_{2}^{2}-\frac{t^{p}}{p} \int_{\mathcal{A}^{+}} a(x) \phi^{p} \mathrm{~d} \sigma_{x}-\frac{\mu t^{q}}{q} \int_{\mathcal{A}^{+}} b(x) \phi^{q} \mathrm{~d} \sigma_{x}
$$

Since the first integral above is positive and $q<2<p$, we get

$$
\limsup _{t \rightarrow \infty} \frac{J(t \phi)}{t^{p}} \leq-\frac{1}{p} \int_{\mathcal{A}^{+}} a(x) \phi^{p} \mathrm{~d} \sigma_{x}<0
$$

and the second item follows for $e:=t \phi$, with $t>0$ large enough.
We prove in the sequel that $J$ admits at least one critical point with negative energy.

Proposition 3.1 Suppose that $\left(a_{0}\right),\left(a_{1}\right),\left(b_{0}\right)$ and $\left(b_{1}\right)$ holds and let $\mu^{*}, r_{\mu}$ be given by Lemma 3.1. If $\mu \in\left(0, \mu^{*}\right)$, then

$$
c_{\mu}:=\inf _{u \in \frac{B_{r_{\mu}}(0)}{}} J(u)<0
$$

is achieved at some positive function $u_{\mu} \in B_{r_{\mu}}(0)$. In particular, $J^{\prime}\left(u_{\mu}\right)=0$.
Proof. We first prove that $c_{\mu}<0$. For this purpose we pick $\psi_{1}: \partial \Omega \rightarrow \mathbb{R}$ a positive smooth function with support contained in the set $\mathcal{B}^{+}$given by condition $\left(b_{1}\right)$. If we denote by $\psi$ its extension to the whole set $\Omega$, we can argue as in the proof of item (ii) of Lemma 3.1 to obtain

$$
\liminf _{t \rightarrow 0^{+}} \frac{J(t \psi)}{t^{q}} \leq-\frac{\mu}{q} \int_{\mathcal{B}^{+}} b(x) \psi^{q} \mathrm{~d} \sigma_{x}<0
$$

For $t>0$ small, we have that $\|t \psi\|<r_{\mu}$. This and the above inequality prove that $c_{\mu}<0$.

We now consider $\left(u_{n}\right) \subset \overline{B_{r_{\mu}}(0)}$ such that $J\left(u_{n}\right) \rightarrow c_{\mu}$. Up to a subsequence, we have that $u_{n} \rightharpoonup u_{\mu}$ weakly in $W^{1,2}(\Omega), u_{n} \rightarrow u_{\mu}$ strongly in $L^{2}(\Omega)$ and $L^{s}(\partial \Omega)$, for any $1<s<2_{*}$, and $u_{n}(x) \rightarrow u_{\mu}(x)$ a.e. in $\Omega$. Hence, we have that

$$
\int_{\partial \Omega} a(x)\left|u_{n}\right|^{p} \mathrm{~d} \sigma_{x} \rightarrow \int_{\partial \Omega} a(x)\left|u_{\mu}\right|^{p} \mathrm{~d} \sigma_{x}
$$

and

$$
\int_{\partial \Omega} b(x)\left|u_{n}\right|^{q} \mathrm{~d} \sigma_{x} \rightarrow \int_{\partial \Omega} b(x)\left|u_{\mu}\right|^{q} \mathrm{~d} \sigma_{x}
$$

Moreover, since the norm is weakly semicontinuous, we can use the strong convergence in $L^{2}(\Omega)$ to get

$$
\int_{\Omega}\left|\nabla u_{\mu}\right|^{2} \mathrm{~d} x \leq \liminf _{n \rightarrow+\infty} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x
$$

All together, the above expressions provide

$$
J\left(u_{\mu}\right) \leq \liminf _{n \rightarrow+\infty} J\left(u_{n}\right)=c_{\mu}<0
$$

and therefore $c_{\mu}$ is attained at $u_{\mu}$. Since $J\left(u_{n}\right)=J\left(\left|u_{n}\right|\right)$, we may suppose that the sequence ( $u_{n}$ ) verifies $u_{n} \geq 0$, and therefore the pointwise convergence provides $u_{\mu} \geq 0$ a.e. in $\Omega$. Moreover, since $J\left(u_{\mu}\right)<0$ and item (i) of Lemma 3.1 imply that that $\left\|u_{\mu}\right\|<r_{\mu}$, we have that $u_{\mu}$ is a nonnegative critical point of $J$. Using classical results of elliptic regularity we obtain that $u_{\mu} \in W^{2, p}(\Omega)$ for any $1<p<\infty$ (see [17, Corolary 9.25]). It follows from Harnack's inequality that $u_{\mu}>0$ a.e. in $\Omega$ and we are done.

We now prove that $J$ verifies a classical compactness condition. The main novelty here is to ensure the compactness using the decomposition of the space $W^{1,2}(\Omega)$ presented in the last section.

Proposition 3.2 Suppose that $\left(a_{0}\right)$ and $\left(b_{0}\right)$ hold. If $c \in \mathbb{R}$ and $\left(u_{n}\right) \subset H$ is such that

$$
J\left(u_{n}\right) \rightarrow c \quad \text { and } \quad\left(1+\left\|u_{n}\right\|\right)\left\|J^{\prime}\left(u_{n}\right)\right\| \rightarrow 0
$$

as $n \rightarrow+\infty$, then $\left(u_{n}\right)$ has a convergent subsequence.
Proof. We first show that $\left(u_{n}\right)$ has a bounded subsequence. Suppose, by contradiction, that $\left\|u_{n}\right\| \rightarrow+\infty$ and define define $w_{n}:=u_{n} /\left\|u_{n}\right\|$. Up to a subsequence, $w_{n} \rightharpoonup w$ weakly in $H, w_{n} \rightarrow w$ strongly in $L^{p}(\partial \Omega)$ and $L^{q}(\partial \Omega)$, for some $w \in H$.

Computing $J\left(u_{n}\right)-(1 / 2) J^{\prime}\left(u_{n}\right) u_{n}$, we obtain

$$
\left(\frac{1}{2}-\frac{1}{p}\right) \int_{\partial \Omega} a(x)\left|u_{n}\right|^{p} \mathrm{~d} \sigma_{x}=\mu\left(\frac{1}{q}-\frac{1}{2}\right) \int_{\partial \Omega} b(x)\left|u_{n}\right|^{q} \mathrm{~d} \sigma_{x}+c+o_{n}(1)
$$

where $o_{n}(1)$ denotes a quantity going to zero as $n \rightarrow \infty$. Thus,

$$
\int_{\partial \Omega} a(x)\left|u_{n}\right|^{p} \mathrm{~d} \sigma_{x} \leq C_{1}+C_{1}\left\|u_{n}\right\|^{q}
$$

holds for some $C_{1}>0$. Recalling that $J\left(u_{n}\right)=c+o_{n}(1)$, we obtain

$$
\begin{aligned}
\frac{1}{2} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x & =\frac{1}{p} \int_{\partial \Omega} a(x)\left|u_{n}\right|^{p} \mathrm{~d} \sigma_{x}+\frac{\mu}{q} \int_{\partial \Omega} b(x)\left|u_{n}\right|^{q} \mathrm{~d} \sigma_{x}+c+o_{n}(1) \\
& \leq C_{2}+C_{2}\left\|u_{n}\right\|^{q}
\end{aligned}
$$

and therefore

$$
\int_{\Omega}\left|\nabla w_{n}\right|^{2} \mathrm{~d} x \leq o_{n}(1)+C_{3}\left\|u_{n}\right\|^{q-2} .
$$

Since $q<2$, we get $\left\|\nabla w_{n}\right\|_{2} \rightarrow 0$. Hence, if we write $w_{n}=t_{w_{n}}+w_{n}^{\perp}$, with $t_{w_{n}} \in \mathbb{R}$ and $w_{n}^{\perp} \in X_{1}$, we conclude that $w_{n}^{\perp} \rightarrow 0$ in $X_{1}$. It follows that the sequence $\left(t_{w_{n}}\right)$ is bounded, and therefore, up to a subsequence, $t_{w_{n}} \rightarrow t_{w} \in \mathbb{R}$ which satisfies

$$
\left|t_{w}\right|=\left\|t_{w}\right\|=\|w\|=\lim _{n \rightarrow \infty}\left\|w_{n}\right\|=1
$$

We conclude that $w_{n} \rightarrow 1$ strongly in $H$.
On the other hand, the equality $\left\|u_{n}\right\|^{1-p} J^{\prime}\left(u_{n}\right) t_{w_{n}}=o_{n}(1)$ provides

$$
\left.\left.\left|\int_{\partial \Omega} a(x)\right| w_{n}\right|^{p-2} w_{n} t_{w_{n}} \mathrm{~d} \sigma_{x}\left|\leq \frac{1}{\left\|u_{n}\right\|^{p-q}} \int\right| b(x)| | w_{n}\right|^{q-1}\left|t_{w_{n}}\right| \mathrm{d} \sigma_{x}+o_{n}(1)
$$

Since $p>q$ and $w_{n} \rightarrow 1$, the right-hand side above goes to zero. Thus, it follows from the Lebesgue Theorem that

$$
0=\lim _{n \rightarrow \infty} \int_{\partial \Omega} a(x)\left|w_{n}\right|^{p-2} w_{n} t_{w_{n}} \mathrm{~d} \sigma_{x}=\int_{\partial \Omega} a(x) \mathrm{d} \sigma_{x}
$$

which contradicts $\left(a_{0}\right)$. This contradiction proves that $\left(u_{n}\right)$ is bounded.
Up to a subsequence, we have that $u_{n} \rightharpoonup u$ weakly in $W^{1,2}(\Omega), u_{n} \rightarrow u$ strongly in $L^{p}(\partial \Omega)$ and $L^{q}(\Omega)$, for some $u \in H$. Hence,

$$
\lim _{n \rightarrow \infty} \int_{\partial \Omega} a(x)\left|u_{n}\right|^{p-2} u_{n}\left(u_{n}-u\right) \mathrm{d} \sigma_{x}=0=\lim _{n \rightarrow \infty} \int_{\partial \Omega} b(x)\left|u_{n}\right|^{q-2} u_{n}\left(u_{n}-u\right) \mathrm{d} \sigma_{x}
$$

and therefore

$$
o_{n}(1)=J^{\prime}\left(u_{n}\right)\left(u_{n}-u\right)=\int_{\Omega} \nabla u_{n} \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x+o_{n}(1)
$$

and we obtain $\nabla u_{n} \rightarrow \nabla u$ in $\left(L^{2}(\Omega)\right)^{N}$. Since $u_{n} \rightarrow u$ strongly in $L^{2}(\Omega)$, we have that $u_{n} \rightarrow u$ strongly in $W^{1,2}(\Omega)$. By Lemma $2.1,\|\cdot\|$ is equivalent to the usual norm of $W^{1,2}(\Omega)$ and therefore we conclude that $u_{n} \rightarrow u$ strongly in $H$.

We are ready to prove our first theorem.
Proof of Theorem 1.1. Let $\mu^{*}>0$ be given in Lemma 3.1. In view of Proposition 3.1 the problem has a positive solution $u_{\mu}$ such that $J\left(u_{\mu}\right)<0$. We shall obtain the second solution as an application of a variant of the Mountain Pass Theorem presented by Beresticky, Capuzzo-Dolcetta and Nirenberg in [6].

According to Propositions 3.1 and 3.2 the functional $J$ admits the Mountain Pass geometry and satisfies the Cerami condition. If we define $p: H^{1}(\Omega) \rightarrow H^{1}(\Omega)$ by $p(u)=|u|$, we easily see that $J(p(u))=J(u)$ for any $u \in H^{1}(\Omega)$. Then, applying [6, Theorem 10], we guarantee the existence of $u \in \overline{p\left(H^{1}(\Omega)\right)}$ such that $J(u)>0$ and $J^{\prime}(u)=0$. In particular, the last assertion give us a nonzero critical point $u \in H$ such that $u \geq 0$ a.e. in $\Omega$. As before, this critical point is positive a.e. in $\Omega$ and the theorem is proved.

## 4 The asymptotically linear case

In this section we prove Theorem 1.2. From now on, we shall consider a different splitting of the space $W^{1,2}(\Omega)$. Actually, considering the function $K_{0} \in \mathcal{F}$ given by condition $\left(f_{0}\right)$, we denote by $H$ the space $W^{1,2}(\Omega)$ with the following decomposition

$$
H:=\langle 1\rangle \oplus X_{K_{0}}=\langle 1\rangle \oplus\left\{v \in W^{1,2}(\Omega): \int_{\partial \Omega} K_{0}(x) v \mathrm{~d} \sigma_{x}=0\right\}
$$

Recalling the results of Lemma 2.1, from now on we write $u=t_{u}+u^{\perp}$, with $t_{u} \in \mathbb{R}$ and $u^{\perp} \in X_{K_{0}}$. As before, the norm of such element is $\|u\|=\sqrt{t_{u}^{2}+\left\|\nabla u^{\perp}\right\|_{2}^{2}}$.

The energy functional associated to the problem (1.2) is $J: H \rightarrow \mathbb{R}$ given by

$$
J(u):=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x-\int_{\partial \Omega} F(x, u) \mathrm{d} \sigma_{x}-\frac{\mu}{q} \int_{\partial \Omega} b(x)|u|^{q} \mathrm{~d} \sigma_{x}
$$

where $F(x, s)=\int_{0}^{s} f(x, t) \mathrm{d} t$. Condition $(f)$ imply that $J \in C^{1}(H, \mathbb{R})$ and the critical points of $J$ are weak solutions of (1.2).

In what follows we prove a version of Lemma 3.1 for this new functional.
\{mountain2\}
Lemma 4.1 Suppose that $\left(b_{0}\right),(f),\left(f_{\infty}\right)$ and $\left(f_{0}\right)$ hold with $\int_{\partial \Omega} K_{0}(x) \mathrm{d} \sigma_{x}<0$. If

$$
\lambda_{1}\left(k_{\infty}\right)<1<\lambda_{1}\left(K_{0}\right)
$$

then there exists $\mu^{*}>0$ such that, for any $\mu \in\left(0, \mu^{*}\right)$, we have the following
(i) there are $\alpha_{\mu}, r_{\mu}>0$ such that

$$
J(u) \geq \alpha_{\mu}, \quad \forall u \in H,\|u\|=r_{\mu}
$$

(ii) there exists $e \in H^{1}(\Omega)$, independent of $\mu$, such that

$$
J(e)<0, \quad\|e\|>r_{\mu}
$$

Proof. We first notice that, for any given $\varepsilon>0$, it follows from $(f)$ and $\left(f_{0}\right)$ that, for some $C_{\varepsilon}>0$ there holds

$$
\begin{equation*}
F(x, s) \leq \frac{1}{2}\left(K_{0}(x)+\varepsilon\right) s^{2}+C_{\varepsilon}|s|^{p}, \quad \text { for a.e. } x \in \partial \Omega, \forall s \in \mathbb{R} \tag{4.1}
\end{equation*}
$$

As before, we consider $\eta$ given by Lemma 2.2, take $u=t_{u}+u^{\perp} \in H$ and consider two cases.

Case 1: $\left\|\nabla u^{\perp}\right\|_{2} \leq \eta\left|t_{u}\right|$.
In this case, we can use (4.1) and Lemma 2.2 to get

$$
\begin{equation*}
J(u) \geq-C_{1}\|u\|^{p}-\frac{\mu}{2 q}\left|t_{u}\right|^{q} \int_{\partial \Omega} b(x) \mathrm{d} \sigma_{x}+\mathcal{J}(u) \tag{4.2}
\end{equation*}
$$

where

$$
\mathcal{J}(u):=\frac{1}{2}\left\|\nabla u^{\perp}\right\|_{2}^{2}-\frac{1}{2} \int_{\partial \Omega} K_{0}(x)\left(t_{u}+u^{\perp}\right)^{2} \mathrm{~d} \sigma_{x}-\frac{\varepsilon}{2} \int_{\partial \Omega} u^{2} \mathrm{~d} \sigma_{x}
$$

Recalling that $\int_{\partial \Omega} K_{0}(x) t_{u} u^{\perp} \mathrm{d} \sigma_{x}=0$, we can use the definition of $\lambda_{1}\left(K_{0}\right)$ to obtain

$$
\int_{\partial \Omega} K_{0}(x)\left(t_{u}+u^{\perp}\right)^{2} \mathrm{~d} \sigma_{x} \leq t_{u}^{2} \int_{\partial \Omega} K_{0}(x) \mathrm{d} \sigma_{x}+\frac{1}{\lambda_{1}\left(K_{0}\right)}\left\|\nabla u^{\perp}\right\|_{2}^{2}
$$

Since $2 a b \leq\left(a^{2}+b^{2}\right)$, the trace embedding $H \hookrightarrow L^{2}(\partial \Omega)$ and Poincare's inequality provide

$$
\int_{\partial \Omega} u^{2} \mathrm{~d} \sigma_{x} \leq 2 \int_{\partial \Omega}\left(t_{u}^{2}+\left(u^{\perp}\right)^{2}\right) \mathrm{d} \sigma_{x} \leq C_{2}\left(t_{u}^{2}+\left\|\nabla u^{\perp}\right\|_{2}^{2}\right)
$$

All together, the above inequalities imply that

$$
\begin{equation*}
\mathcal{J}(u) \geq \frac{1}{2}\left(1-\frac{1}{\lambda_{1}\left(K_{0}\right)}-\varepsilon C_{3}\right)\left\|\nabla u^{\perp}\right\|_{2}^{2}-\frac{t_{u}^{2}}{2}\left(\int_{\partial \Omega} K_{0}(x) \mathrm{d} \sigma_{x}+\varepsilon C_{3}\right) . \tag{4.3}
\end{equation*}
$$

Since $\lambda_{1}\left(K_{0}\right)>1$ and $\int_{\partial \Omega} K_{0}(x) \mathrm{d} \sigma_{x}<0$, we can choose $\varepsilon>0$ small in such way that $\mathcal{J}(u) \geq 0$. Thus, it follows from (4.2) and the same argument used in Case 1 of Lemma 3.1 that the inequality (3.2) holds for the new functional $J$.

Case 2: $\left\|\nabla u^{\perp}\right\|_{2}>\eta\left|t_{u}\right|$.
In this case we start by picking $\varepsilon>0$ in such way that the last term into the parenthesis in (4.3) is negative and the first one is equal to $C_{4}>0$. Arguing as above, using (4.1), ( $b_{0}$ ) and the trace embedding we obtain

$$
\begin{aligned}
J(u) & \geq \frac{C_{4}}{2}\left\|\nabla u^{\perp}\right\|_{2}^{2}-C_{1} \int_{\partial \Omega}|u|^{p} \mathrm{~d} \sigma_{x}-\frac{\mu}{q} \int_{\partial \Omega} b(x)|u|^{q} \mathrm{~d} \sigma_{x} \\
& \geq C_{5}\left\|\nabla u^{\perp}\right\|_{2}^{2}-C_{6}\|u\|^{p}-\mu C_{7}\|u\|^{q}
\end{aligned}
$$

Recalling that, by (3.3), $\|u\|^{2} \leq\left(1+\eta^{-2}\right)\left\|\nabla u^{\perp}\right\|_{2}^{2}$, we obtain

$$
J(u) \geq\left\|\nabla u^{\perp}\right\|_{2}^{2}\left\{C_{5}-C_{6}\left\|\nabla u^{\perp}\right\|_{2}^{p-2}-\mu C_{7}\left\|\nabla u^{\perp}\right\|_{2}^{q-2}\right\}
$$

with all the constants independent of $\mu$. Now, we can argue as in the proof of Lemma 3.1 to conclude that item (i) holds.

For proving (ii), we first notice that, for any given $\varepsilon>0$, we can use $\left(f_{\infty}\right)$ and $\left(f_{0}\right)$ to obtain $C_{\varepsilon}>0$ such that

$$
F(x, s) \geq \frac{1}{2}\left(k_{\infty}(x)-\varepsilon\right) s^{2}-C_{\varepsilon}, \quad \text { for a.e. } x \in \partial \Omega, \forall s \in \mathbb{R}
$$

If we take $\phi_{1} \in X_{k_{\infty}} \backslash\{0\}$ such that (see Section 2)

$$
\Delta \phi_{1}=0, \text { in } \Omega, \quad \frac{\partial \phi_{1}}{\partial \nu}=\lambda_{1}\left(k_{\infty}\right) k_{\infty}(x) \phi_{1}, \text { on } \partial \Omega
$$

it follows from the above inequality for $F$ that

$$
J\left(t \phi_{1}\right) \leq \frac{t^{2}}{2} \int_{\Omega}\left|\nabla \phi_{1}\right|^{2} \mathrm{~d} x-\frac{t^{2}}{2} \int_{\partial \Omega}\left(k_{\infty}(x)-\varepsilon\right) \phi_{1}^{2} \mathrm{~d} \sigma_{x}-\mu C_{8} t^{q}+C_{9}
$$

Since $\lambda_{1}\left(k_{\infty}\right) \int_{\Omega}\left|\nabla \phi_{1}\right|^{2} \mathrm{~d} x=\int_{\partial \Omega} k_{\infty}(x) \phi_{1}^{2} \mathrm{~d} \sigma_{x}$, we can use the above expression and the trace embedding $H \hookrightarrow L^{2}(\partial \Omega)$ to get

$$
\frac{J\left(t \phi_{1}\right)}{t^{2}} \leq \frac{1}{2}\left(1-\frac{1}{\lambda_{1}\left(k_{\infty}\right)}+\varepsilon C_{10}\right) \int_{\Omega}\left|\nabla \phi_{1}\right|^{2} \mathrm{~d} x-\mu C_{8} t^{q-2}+C_{9} t^{-2}
$$

If we choose $\varepsilon>0$ small, we conclude that

$$
\limsup _{t \rightarrow+\infty} \frac{J\left(t \phi_{1}\right)}{t^{2}}<0
$$

and therefore item (ii) holds for $e:=t \phi_{1}$, with $t>0$ large enough.
Now we shall ensure that $J$ has a critical point with negative energy using the behavior of $f$ at the origin.

Proposition 4.1 Suppose that $\left(f_{0}\right),(f),\left(b_{0}\right)$ and $\left(b_{1}\right)$ hold and let $\mu^{*}, r_{\mu}$ be given by Lemma 4.1. If $\mu \in\left(0, \mu^{*}\right)$, then

$$
c_{\mu}:=\inf _{u \in \frac{B_{r_{\mu}}(0)}{}} J(u)<0
$$

is achieved at some positive function $u_{\mu} \in B_{r_{\mu}}(0)$. In particular, $J^{\prime}\left(u_{\mu}\right)=0$.
Proof. Given $\varepsilon>0$, it follows from $(f)$ and $\left(f_{0}\right)$ that, for some $C_{\varepsilon}>0$ there holds

$$
F(x, s) \geq \frac{1}{2}\left(K_{0}(x)-\varepsilon\right) s^{2}-C_{\varepsilon}|s|^{p}, \quad \text { for a.e. } x \in \partial \Omega, \forall s \in \mathbb{R}
$$

Let $\psi_{1}: \partial \Omega \rightarrow \mathbb{R}$ be a positive smooth function with support contained in the set $\mathcal{B}^{+}$given by condition $\left(b_{1}\right)$. If we denote by $\psi$ its extension to the whole set $\Omega$ we can use the above inequality to get

$$
\begin{aligned}
J(t \psi) \leq & \frac{t^{2}}{2}\left(\int_{\Omega}|\nabla \psi|^{2} \mathrm{~d} x-\int_{\partial \Omega}\left(K_{0}(x)-\varepsilon\right) \psi^{2} \mathrm{~d} \sigma_{x}\right) \\
& +C_{\varepsilon} t^{p} \int_{\partial \Omega} \psi^{p} \mathrm{~d} \sigma_{x}-\frac{\mu t^{q}}{q} \int_{\mathcal{B}^{+}} b(x) \psi^{q} \mathrm{~d} \sigma_{x} .
\end{aligned}
$$

Since $q<2<p$, we infer that

$$
\liminf _{t \rightarrow 0^{+}} \frac{J(t \psi)}{t^{q}}=-\int_{\mathcal{B}^{+}} b(x) \psi^{q} \mathrm{~d} \sigma_{x}<0
$$

and therefore $c_{\mu}<0$. Now we can use $\left(f_{0}\right)$ and the same argument of Proposition 3.1 to conclude the proof. We omit the details.

Proposition 4.2 Suppose that $\left(b_{0}\right),(f),\left(f_{\infty}\right)$ hold and, for some $j \in \mathbb{N}$, we have that

$$
\begin{equation*}
\lambda_{j}\left(k_{\infty}\right)<1<\lambda_{j+1}\left(k_{\infty}\right) \tag{4.4}
\end{equation*}
$$

\{bound2\}
\{hotel3\}
If $c \in \mathbb{R}$ and $\left(u_{n}\right) \subset H$ is such that

$$
\begin{equation*}
J\left(u_{n}\right) \rightarrow c \quad \text { and } \quad\left(1+\left\|u_{n}\right\|\right)\left\|J^{\prime}\left(u_{n}\right)\right\| \rightarrow 0 \tag{4.5}
\end{equation*}
$$

as $n \rightarrow+\infty$, then $\left(u_{n}\right)$ has a convergent subsequence.

Proof. As quoted before, the usual norm of $W^{1,2}(\Omega)$ is equivalent to that induced by the inner product (2.2) for any function $k$ verifying the hypotheses of Lemma 2.1. Hence, the sequence $\left(u_{n}\right) \subset\langle 1\rangle \oplus X_{k_{\infty}}$ satisfies the same conditions on (4.5) with the norm induced by this former decomposition. Moreover, it is sufficient to prove the result with this new norm. Along all this proof we shall write $u=t_{u}+u^{\perp}$, with $t_{u} \in \mathbb{R}$ and $u^{\perp} \in X_{k_{\infty}}$, that is, we use the decomposition $\langle 1\rangle \oplus X_{k_{\infty}}$.

We start by claiming that $\left(u_{n}\right)$ has a bounded subsequence. Indeed, suppose by contradiction that $\left\|u_{n}\right\| \rightarrow+\infty$. If we set $v_{n}:=u_{n} /\left\|u_{n}\right\|$ we may suppose that, up to a subsequence,

$$
\begin{cases}v_{n} \rightharpoonup v_{\infty}, & \text { weakly in }\langle 1\rangle \oplus X_{k_{\infty}}  \tag{4.6}\\ v_{n}(x) \rightarrow v_{\infty}(x), & \text { for a.e. in } x \in \Omega \\ v_{n} \rightarrow v_{\infty}, & \text { strongly in } L^{s}(\partial \Omega), 2 \leq s<2_{*} \\ \left|v_{n}(x)\right| \leq h_{s}(x), & \text { for a.e. } x \in \partial \Omega\end{cases}
$$

for some $v_{\infty} \in\langle 1\rangle \oplus X_{k_{\infty}}$ and $h_{s} \in L^{s}(\partial \Omega)$, with $2 \leq s<2_{*}$.
For any $\varphi \in\langle 1\rangle \oplus X_{k_{\infty}}$, we have that

$$
\begin{align*}
o_{n}(1)=J^{\prime}\left(u_{n}\right)\left(\varphi /\left\|u_{n}\right\|\right)= & \int_{\Omega}\left(\nabla v_{n} \cdot \nabla \varphi\right) \mathrm{d} x-\int_{\partial \Omega} \frac{f\left(x, u_{n}\right)}{u_{n}} v_{n} \varphi \mathrm{~d} \sigma_{x} \\
& -\frac{\mu}{\left\|u_{n}\right\|^{2-q}} \int_{\partial \Omega} b(x)\left|v_{n}\right|^{q-1} \varphi \mathrm{~d} \sigma_{x} \tag{4.7}
\end{align*}
$$

Since $\lim _{|s| \rightarrow+\infty} f(x, s) / s=k_{\infty}(x)$ for any $x \in \Omega$, we can use $\left(f_{0}\right)$ and the Lebesgue theorem to get

$$
\int_{\partial \Omega} \frac{f\left(x, u_{n}\right)}{u_{n}} v_{n} \varphi \mathrm{~d} \sigma_{x}=o_{n}(1)
$$

Hence, taking the limit into (4.7), using $q<2,(4.6),\left(f_{\infty}\right)$ and Lebesgue Theorem again we conclude that

$$
\begin{equation*}
\int_{\Omega}\left(\nabla v_{\infty} \cdot \nabla \varphi\right) \mathrm{d} x=\int_{\partial \Omega} k_{\infty}(x) v_{\infty} \varphi \mathrm{d} \sigma_{x}, \quad \forall \varphi \in\langle 1\rangle \oplus X_{k_{\infty}} \tag{4.8}
\end{equation*}
$$

Picking $\varphi \equiv 1$, recalling that $\int_{\partial \Omega} k_{\infty}(x) v_{\infty}^{\perp} \mathrm{d} \sigma_{x}=0$ and $\int_{\partial \Omega} k_{\infty}(x) \mathrm{d} \sigma_{x}<0$, we conclude that $t_{v_{\infty}}=0$, and therefore $v_{\infty}=v_{\infty}^{\perp} \in X_{k_{\infty}}$. Since $J^{\prime}\left(u_{n}\right)\left(u_{n} /\left\|u_{n}\right\|^{2}\right)=$ $o_{n}(1)$, we can proceed as above to conclude that $\int_{\Omega}\left|\nabla v_{n}\right|^{2} \mathrm{~d} x \rightarrow \int_{\partial \Omega} k_{\infty}(x) v_{\infty}^{2} \mathrm{~d} \sigma_{x}$. On the other hand, recalling that $v_{\infty} \in X_{k_{\infty}}$, we conclude that $t_{v_{n}} \rightarrow 0$. Thus,

$$
1=\lim _{n \rightarrow+\infty}\left\{\left(t_{v_{n}}^{2}+\int\left|\nabla v_{n}\right|^{2} \mathrm{~d} x\right)-t_{v_{n}}^{2}\right\}=\int_{\partial \Omega} k_{\infty}(x) v_{\infty}^{2} \mathrm{~d} \sigma_{x}
$$

and therefore $v_{\infty} \not \equiv 0$. This and (4.8) show that $v_{\infty}$ an eigenfunction of the problem (2.4), with $k=k_{\infty}$. But this contradicts (4.4). Thus, we conclude that $\left(u_{n}\right)$ is bounded.

Since all the nonlinear terms in the functional $J$ has subcritical growth, we can use a standard procedure to conclude that, for some subsequence, $\nabla u_{n} \rightarrow \nabla u$ in $\left(L^{2}(\Omega)\right)^{N}$. The result easily follows from this fact.

We are ready to finish the paper proving our second theorem.
Proof of Theorem 1.2. Arguing as in the proof of the first theorem we obtain a positive solution by minimizing the functional $J$. The existence of the second solution is a consequence of all the above auxiliary results and the classical Mountain Pass Theorem. $\qquad$
Remark 4.1 We notice that, in the last proof, we cannot guarantee that the second solution is positive. However, if $f$ is odd in the second variable, we have that $J(u)=J(|u|)$. Therefore, the same argument of Theorem 1.1 applies and we can obtain a positive mountain pass solution.
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