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Abstract. We establish the existence and multiplicity of solutions for

Kirchhoff elliptic problems of type

−m
(∫

R3
|∇u|2dx

)
∆u = f(x, u), x ∈ R3,

where m : R+ → R is continuous, positive and satisfies appropriate growth

and/or monotonicity conditions. We consider the cases that f is asymptotically
3−linear or 3−superlinear at infinity, in an appropriated sense. By using

variational methods, we obtain our results under crossing assumptions of the

functions m and f with respect to limit eigenvalues problems. In the model
case m(t) = a + bt, we also prove a concentration result for some solutions

when b→ 0+.

1. Introduction

Consider the problem

−m
(∫

Ω

|∇u|2dx
)

∆u = g(x, u) in Ω, u = 0 on ∂Ω,

where Ω ⊂ RN is a bounded smooth domain, m : R+ → R is a positive function
and the nonlinear function g has polynomial growth. It is called nonlocal due to
the presence of the term m

(∫
Ω
|∇u|2dx

)
in the equation and it has its origin in the

theory of nonlinear vibrations. For instance, in the case m(t) = a+bt, with a, b > 0,
it comes from the following model for the modified d’Alembert wave equation

ρ
∂2u

∂t2
−

(
P0

h
+

E

2L

∫ L

0

∣∣∣∣∂u∂x
∣∣∣∣2 dx

)
∂2u

∂x2
= g(x, u),

for free vibrations of elastic strings. Here, L is the length of the string, h is the area
of the cross-section, E is the Young modulus of the material, ρ is the mass density
and P0 is the initial tension. This kind of nonlocal equation was first proposed
by Kirchhoff [20] and it was considered theoretically or experimentally by several
physicists after that (see [11, 24, 25, 27]). Nonlocal problems also appear in other
fields as, for example, biological systems where u describes a process which depends
on the average of itself (for instance, population density). We refer the reader to
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[16, 23], and references therein, for more examples on the physical motivation of
this problem.

In the present work, we are interested in the case that the problem is settled in
the entire space R3. More specifically, we consider

(P )

{
−m

(
‖u‖2

)
∆u = f(x, u), x ∈ R3,

u ∈ D1,2(R3),

where ‖u‖ = (
∫
R3 |∇u|2dx)1/2 and D1,2(R3) is the closure of C∞0 (R3) with respect

to the norm ‖ · ‖. We have some structural assumptions on m ∈ C(R) and we shall
consider two different classes of functions f ∈ C(R3 ×R) depending on the growth
at infinity: the asymptotically 3−linear and the 3-superlinear case.

In our first results, we consider the following set of conditions on m:

(m1) there exists m0 > 0 such that m(t) ≥ m0 for all t ≥ 0;
(m2) there holds

lim
t→+∞

m(t)

t
= m∞ > 0.

Since the term
∫
R3 u

2dx does not appear in the left-hand side of our equation,

we are not able to model the problem in H1(R3). Actually, the natural space is
D1,2(R3). Unfortunately, it is not embedded into the Lebesgue spaces Lp(R3) for
p ∈ [2, 6), and therefore we need to impose suitable growth conditions on f . So,
given α > 1, we consider the class of functions

Γα :=
{
g ∈ Lα(R3) : g+ := max{g, 0} 6≡ 0 and g ∈ Lsloc(R3) for some s > α

}
.

In the first part of the paper we shall assume that f satisfies

(f1) there exist A ∈ Γ3/2 and B ∈ Γ3 such that

|f(x, t)| ≤ A(x)|t|+B(x)|t|3, for all (x, t) ∈ R3 × R;

(f2) if F (x, t) :=
∫ t

0
f(x, s)ds, then there exists g0 ∈ Γ3/2 such that

lim
t→0

2F (x, t)

t2
= g0(x), uniformly in R3;

(f3) there exists g∞ ∈ Γ3 such that

lim
|t|→∞

f(x, t)

t3
= g∞(x), uniformly in R3.

Under the above conditions, we can easily show that the weak solutions of (P )
are precisely the critical points of the functional I : D1,2(R3)→ R given by

I(u) =
1

2
M(‖u‖2)−

∫
R3

F (x, u)dx.

As it is well known, the existence of such critical points is affected by the interaction
of m and f with the spectrum of some eigenvalue problems. Due to the presence
of the nonlocal term m, the principal part of I has different degrees near the origin
and the infinity. So, we need to consider two different eigenvalue problems. More
specifically, let g∞ ∈ Γ3 be given by condition (f3) and consider the nonlinear
eigenvalue problem

(1.1) − ‖u‖2∆u = µg∞(x)u3, x ∈ R3, u ∈ D1,2(R3).
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As we will see in Section 2, it has a first eigenvalue given by

µ1(g∞) = inf

{
‖u‖4 : u ∈ D1,2(R3),

∫
R3

g∞(x)u4dx = 1

}
> 0.

By the same reason, if we consider g0 ∈ Γ3/2 given by condition (f2), we can deal
with the (linear) eigenvalue problem

−∆u = λg0(x)u, x ∈ R3, u ∈ D1,2(R3),

and obtain a first eigenvalue

λ1(g0) = inf

{
‖u‖2 : u ∈ D1,2(R3),

∫
R3

g0(x)u2dx = 1

}
> 0.

Since this last problem is linear, we can proceed inductively to define, for each
k ∈ N, the positive eigenvalues

λk+1(g0) = inf

{
‖u‖2 : u ∈ span{ϕ1, . . . , ϕk}⊥,

∫
R3

g0(x)u2dx = 1

}
,

where ϕj is an eigenfunction associated to λj(g0), j = 1, . . . , k.
In our first result we prove the following:

Theorem 1.1 (Asymptotic linear case 1). Suppose that m and f satisfy (m1)−(m2)
and (f1)− (f3), respectively. If, for some k ≥ 1,

λk(g0) <
1

m(0)
< λk+1(g0), µ1(g∞) >

1

m∞
,

then problem (P ) has at least two nonzero solutions.

In our next results we consider the complementary case m(0)−1 < λ1(g0) and
m−1
∞ > µ1(g∞). In this new setting, the functional has a different geometry and

is no longer coercive. In order to get compactness, we impose a nonquadratic
condition at infinity (see [14]), namely,

(m3) [2M(t)−m(t)t] ≥ 0, for all t ≥ 0;
(f4) there exits D ∈ L1(R3) such that[f(x, t)t− 4F (x, t)] ≥ D(x), for all (x, t) ∈ R3 × R;

lim
|t|→+∞

[f(x, t)t− 4F (x, t)] = +∞, for all x ∈ R3.

The second result of this paper reads as:

Theorem 1.2 (Asymptotic linear case 2). Suppose that m and f satisfy (m1)−(m3)
and (f1)− (f4), respectively. If

1

m(0)
< λ1(g0), µ1(g∞) <

1

m∞
,

then problem (P ) has at least one nonzero solution.

In our last result for the asymptotically 3−linear case, we consider a version
of the classical nonresonance hypothesis at infinity. Hence, we drop the condition
(m3) and replace (f4) by

(f5) w = 0 is the only solution of

−‖w‖2∆w =
1

m∞
g∞(x)w3, x ∈ R3,
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and prove the following:

Theorem 1.3 (Asymptotic linear case 2’). Suppose that m and f satisfy (m1) −
(m2) and (f1)− (f3), (f5), respectively. If

1

m(0)
< λ1(g0) and µ1(g∞) <

1

m∞
,

then problem (P ) has at least one nonzero solution.

In the second part of the paper, we consider the 3-superlinear case at infinity.
Naturally, we need to impose some different assumptions on m and f . More
specifically, we assume that:

(m2)′ there holds

lim
t→+∞

2M(t)

t2
= m∞ > 0;

(m4) the function t 7→ [2M(t)−m(t)t] is nondecreasing in [0,+∞);
(f1)′ there exist A ∈ Γ3/2 and B ∈ Γ6/(6−p), with 4 < p < 6, such that

|f(x, t)| ≤ A(x)|t|+B(x)|t|p−1, for all (x, t) ∈ R3 × R;

(f3)′ there holds

lim
t→+∞

F (x, t)

t4
= +∞, unifomly in x ∈ R3;

(f6) for each x ∈ R3, the function t 7→ [f(x, t)t − 4F (x, t)] is decreasing in
(−∞, 0) and increasing in (0,+∞).

Under the above set of hypotheses, we prove the following:

Theorem 1.4 (Superlinear case). Suppose that m and f satisfy (m1), (m2)′, (m4)
and (f1)′, (f2), (f3)′, (f6), respectively. If

1

m(0)
6= λk(g0), for all k ∈ N,

then problem (P ) has at least one nonzero solution.

In the final result of this paper, we consider the model case m(t) = a+ bt, with
a, b > 0. If we impose conditions on f in such way that the negative infimum db
of the energy functional is achieved for any b ∈ (0, 1], it is not difficult to use the
monotonicity of the map b 7→ db to prove that the solution ub strongly converges, as
b→ 0+, to a solution of the local limit problem. As a matter of fact, after proving
that the main point for concentration is the boundedness of the family of solutions
(see Lemma 5.1), we finish the paper by showing that concentration occurs for a
special class of solutions given by the above theorems. More specifically, we prove
the following:

Theorem 1.5 (Asymptotic behavior of solutions). Let m(t) = a+bt, with a, b > 0.
Suppose that f satisfies (f1)− (f4) and (f6) with

1

a
< λ1(g0), µ1(g∞) < 1.

Then, for each b ∈ (0, 1), problem (P ) has a solution ub ∈ D1,2(R3) such that
ub → u0 strongly in D1,2(R3), where u0 6= 0 is a weak solution of the local problem{

−a∆u = f(x, u), x ∈ R3,

u ∈ D1,2(R3).
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The same result holds if f satisfies the hypotheses of Theorem 1.4.

In the proofs of all of our theorems we use variational methods. Actually, we
look for critical points of the energy functional I. In order to do that we use Local
Linking Theorems besides the Mountain Pass Theorem, depending on the position
of the numbers m(0)−1 and m−1

∞ in the spectrum of the eigenvalue problems.
The lack of compactness inherit to elliptic problems defined in the whole space
is overcame by assuming that the appropriate eigenvalue problem at infinity has a
weak iteration with the nonlinearity f .

We present now examples of functions f which satisfy our assumptions. For the
3-asymptotically linear case we can consider the nonlinearity

f(x, t) = A(x)
t

1 + t2
+B(x)

t5

1 + t2
, for all (x, t) ∈ R3 × R,

with A ∈ L1(RN )∩Γ3/2 and B ∈ L1(RN )∩Γ3 being nonnegative functions. We can
prove that it satisfies conditions (f1) − (f4). Concerning the 3−superlinear case,
we may pick

f(x, t) = a0(x)t+ a1(x)|t|p−2t+ a2(x)|t|q−2t, for all (x, t) ∈ R3 × R,

with 4 < p ≤ q < 6. This function satisfies (f1)′, (f2), (f3)′ and (f6) for any
nonnegative functions a0 ∈ Γ3/2, a1 ∈ Γ6/(6−p) and a2 ∈ Γ6/(6−p). In the same

setting, we can also consider f(x, t) = a(x)t3 ln(1 + |t|), with a ∈ Γ6/(6−p).
We refer to [6, 7, 12] for results concerning the evolution equation associated

to the Kirchhoff equations. For its stationary version, as far as we know, the
first paper dealing with variational methods was [1]. Since then, there is a vast
literature concerning the existence, nonexistence, multiplicity and concentration
behavior of solutions for such kind of problems (see [2, 3, 4, 13, 17, 18, 19] and
the references therein). The main tools used are variational methods, genus theory
and topological methods and the author consider the (most studied) case that f is
3−superlinear at infinity. In most of them, some sort of Ambrowsetti-Rabinowitz
superlinear condition (see [5]) was imposed. The literature for asymptotically
3−linear nonlinearities is not so huge. In [26], the authors consider the bounded
domain case for m(t) = a + bt. They obtained the existence of one nontrivial
solution when λk(1) < (1/a) < λk+1(1), µm(1) < (1/b) < µm+1 and k 6= m. It
is worth mention that, in this last paper, the authors obtained an increasing and
unbounded sequence of eigenvalues for the bounded domain version of (1.1) via the
Yang Index. However, they are able to consider resonant cases. This last paper
was complemented in [28], where it was considered the sublinear case at the origin
and also a version of the 3−superlinear case at infinity with a sort of Ambrosetti-
Rabinowitz condition. In [22], the authors used topological and variational methods
to extend some of the results of [26] for the resonant case. We finally mention [9],
where a Schrödinger-Kirchhoff problem was considered for a large class of functions
f .

The article is organized as follows: in the forthcoming section, we present some
preliminary results. Section 3 is devoted to the asymptotically 3−linear case,
Section 4 to the 3−superlinear case and the final one to the proof of asymptotic
behavior of the solutions.
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2. Preliminaries

Throughout the paper, the norms in Lp(R3) and L∞(R3) are denoted by ‖ · ‖p
and ‖ · ‖∞, respectively. For each R > 0, we denote BR := {x ∈ R3 : ‖x‖R3 < R}
and by BcR its complement. For an integrable function g, we write only

∫
g to

denote
∫
R3 g(x)dx. Finally, we denote by C1, C2, . . . positive constants (possibly

different).
Let X be a real Banach space and I ∈ C1(X,R). A sequence (un) ⊂ X is said

to be a Cerami sequence at level c ∈ R for I if

lim
n→+∞

I(un) = c, lim
n→+∞

‖I ′(un)‖X∗(1 + ‖un‖X) = 0.

The functional I satisfies the Cerami condition at the level c ∈ R if any such
sequence has a convergent subsequence. When this condition holds for any c ∈ R,
we only say that I satisfies the Cerami condition.

In a similar way, we can define the Palais-Smale compactness condition just
replacing Cerami sequences by Palais-Smale sequences, that is, sequences (un) ⊂ X
such that

lim
n→+∞

I(un) = c, lim
n→+∞

‖I ′(un)‖X∗ = 0.

We state in the sequel the abstract results we are going to use in our proofs.
We consider only the Cerami condition, since it is more general. For the proofs we
refer to [21, Theorem 1], [21, Theorem 2] and [5, Theorem 2.1], respectively (see
also [8] for the verification that the deformation lemma holds with Cerami instead
of Palais-Smale condition).

Theorem 2.1 (Local Linking for asymptotically quadratic functionals). Let X =
X1 ⊕ X2 be a real Banach space with dimX1 < ∞. Suppose that I ∈ C1(X,R)
satisfies the following:

(I1) I has a local linking at the origin, that is, there exists ρ > 0 such that{
I(u) ≤ 0, ∀u ∈ X1 ∩Bρ(0),

I(u) ≥ 0, ∀u ∈ X2 ∩Bρ(0);

(I2) I maps bounded sets into bounded sets;
(I3) I satisfies the Cerami condition;
(I4) there holds

−∞ < inf
u∈X

I(u) < 0.

Then, the functional I has at least two nonzero critical points.

Theorem 2.2 (Local Linking for superquadratic functionals). Let X = X1 ⊕X2

be a real Banach space with dimX1 < ∞. Suppose that I ∈ C1(X,R) satisfies
(I1)− (I3) and

(I5) for any finite dimensional subspace X̃ ⊂ X there holds

lim
u∈X̃, ‖u‖→+∞

I(u) = −∞.

Then, the functional I has at least one nonzero critical point.

Theorem 2.3 (Mountain Pass). Let X be a real Banach space. Suppose that
I ∈ C1(X,R) satisfies I(0) = 0 and
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(I6) there exists α, ρ > 0 such that

I(u) ≥ α, ∀u ∈ X ∩ ∂Bρ(0);

(I7) there exists e ∈ X such that ‖e‖ > ρ and I(e) < 0.

Let
c := inf

γ∈Γ
sup
t∈[0,1]

I(γ(t)),

where Γ := {γ ∈ C([0, 1], X), γ(0) = 0, γ(1) = e}. If I satisfies the Cerami
condition at level c, then I has a nonzero critical point.

We now present the abstract framework to deal with problem (P ). Hereafter,
we shall consider the Hilbert space

X := D1,2(R3) =

{
u ∈ L6(R3) : ‖u‖ :=

(∫
|∇u|2

)1/2

< +∞

}
.

SettingM(t) :=
∫ t

0
m(s)ds and F (x, t) :=

∫ t
0
f(x, s)ds, we can use (f1) and standard

calculations to prove that the energy functional I : X → R given by

I(u) :=
1

2
M(‖u‖2)−

∫
F (x, u),

is well defined. Actually, I ∈ C1(X,R) and the critical points of I are precisely the
weak solutions of (P ).

We start with a technical result.

Lemma 2.4. If g ∈ Γ3 and (un) ⊂ X is such that un ⇀ u weakly in X, then∫
g(x)u4

n →
∫
g(x)u4, as n→ +∞.

Proof. We claim that
∫
g(x)|un − u|4 → 0, as n → +∞. Indeed, given ε > 0,

there exists R = R(ε) > 0 such that
∫
Bc

R
|g(x)|3dx ≤ ε3. It follows from Hölder’s

inequality, the choice of R and the boundedness of (un) in L6(R3) that∫
Bc

R

|g(x)||un − u|4dx ≤ ‖g‖L3(Bc
R)

(∫
Bc

R

|un − u|6dx

)2/3

≤ C2ε.

On the other hand, since g ∈ Ls(BR) for some s > 3, we can use Hölder’s inequality
again to get∫

BR

|g(x)||un − u|4dx ≤ ‖g‖Ls(BR)

(∫
BR

|un − u|4s
′
dx

)1/s′

.

Since 4s′ < 6, the right-hand side above goes to zero as n→ +∞. The claim follows
from the above expressions.

Now, we write g = g+ + g−, with g+ := max{g(x), 0} and g− := g − g+. The
sequence (ψn) defined as ψn := (g+)1/4un is bounded in L4(R3) and ψn(x) →
ψ(x) := g+(x)|u(x)|p, for a.e. x ∈ R3. It follows from Brezis and Lieb’s lemma [10,
Theorem 1] that

lim
n→+∞

∫ (
g+(x)|un|4 − g+(x)|un − u|4

)
=

∫
g+(x)|u|4,

and therefore we infer from the first part of the proof that
∫
g+(x)u4

n →
∫
g+(x)u4,

as n → +∞. Since the same argument holds if we replace g+ by g−, the result
follows. �
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We now take g∞ ∈ Γ3 given by condition (f3) and consider the nonlinear
eigenvalue problem

(LP )∞

−‖u‖
2∆u = µg∞(x)u3, x ∈ R3,

u ∈ D1,2(R3).

We first prove that its first eigenvalue

µ1(g∞) := inf

{
‖u‖4 : u ∈ X,

∫
g∞(x)u4 = 1

}
,

is positive and it is achieved. Indeed, since g+
∞ 6≡ 0 the set Σ := {u ∈ X :∫

g∞(x)u4 = 1} is nonempty. If u ∈ Σ, it follows from Hölder’s inequality that

1 =

∫
g∞(x)u4 ≤ ‖g∞‖3‖u‖46 ≤ C‖g∞‖3‖u‖4,

and therefore µ1(g) > 0. Let (un) ⊂ Σ be such that ‖un‖4 → µ1(g). Up to a
subsequence, we may suppose that un ⇀ φ1 weakly in X for some φ1 in X. We
infer from Lemma 2.4 that φ1 ∈ Σ. Hence, since the norm is sequentially weakly
continuous, it follows that ‖φ1‖4 = µ1(g∞). A simple application of the Lagrange
Theorem shows that φ1 verifies the eigenvalue problem (LP )∞.

It clear from the definition of µ1(g∞) that the following inequality holds

(2.1) µ1(g∞)

∫
g∞(x)u4 ≤ ‖u‖4, ∀u ∈ X.

We now take the function g0 ∈ Γ3/2 given by condition (f2) and study the linear
eigenvalue problem

(LP )0

−∆u = λg0(x)u, x ∈ R3,

u ∈ D1,2(R3).

Arguing as above, we can prove that its first eigenvalue

λ1(g0) := inf

{
‖u‖2 : u ∈ X,

∫
g0(x)u2 = 1

}
> 0

is also achieved by an eigenfunction ϕ1 ∈ X. Moreover, following the same ideas
developed in [15], we can proceed inductively and define, for each k ∈ N, the positive
eigenvalues

λk+1(g0) = inf

{
‖u‖2 : u ∈ span{ϕ1, . . . , ϕk}⊥,

∫
g0(x)u2 = 1

}
.

which are such that

(2.2) λk+1(g0)

∫
g0(x)u2 ≤ ‖u‖2, ∀u ∈ span{ϕ1, . . . , ϕk}⊥

and

λk(g0)

∫
g0(x)u2 ≥ ‖u‖2, ∀u ∈ span{ϕ1, . . . , ϕk}.
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3. Asymptotically linear case

In the first part of this section we shall assume that, for some k ∈ N, there hold

(3.1) λk(g0) <
1

m(0)
< λk+1(g0), µ1(g∞) >

1

m∞
,

where m∞, g0 and g∞ are given in (m2), (f2) and (f3), respectively. In order to
obtain the local linking at the origin, we define

(3.2) X1 := span{ϕ1, . . . , ϕk}, X2 := X⊥1 ,

where ϕj are the eigenfunctions of the weighted linear problem (LP )0.

Lemma 3.1. Suppose that (f1), (f2) and (3.1) hold. Then, I satisfies the condition
(I1) of Theorem 2.1.

Proof. We first prove the second statement of (I1). Suppose, by contradiction, that
there exists (un) ⊂ X2 such that ‖un‖ → 0 and I(un) ≤ (1/n)‖un‖2. If we define
wn := un/‖un‖, we have that

M(‖un‖2)

‖un‖2
≤
∫

2F (x, un)

u2
n

w2
n + on(1),

where on(1) stands for a quantity approaching zero as n→ +∞. We may suppose
that wn ⇀ w with ‖w‖ ≤ 1. We claim that the integral on the right-hand side
above converges to

∫
g0(x)w2. If this is true, we can take the limit and use (2.2) to

get

m(0) ≤
∫
g0(x)w2 ≤ 1

λk+1(g0)
‖w‖2 ≤ 1

λk+1(g0)
,

which contradicts (3.1). In the left-hand side above equation we have used that

(3.3) lim
t→0

M(t)

t
= lim
t→0

m(t) = m(0).

It remains to prove the claim. First notice that, since un(x)→ 0 for a.e. x ∈ R3,
we can use (f2) to obtain

lim
n→+∞

2F (x, un(x))

u2
n(x)

w2
n(x) = g0(x)w2(x), for a.e. x ∈ R3.

Moreover, since ‖un‖ ≤ 1 for n large, we can use (f1) to get∣∣∣∣2F (x, un(x))

u2
n(x)

w2
n(x)

∣∣∣∣ ≤ A(x)w2
n(x) +

1

2
B(x)w4

n(x).

Recalling that A ∈ Γ3/2, we can argue as in the proof of Lemma 2.4 to conclude

that
∫
|A(x)||wn|2 →

∫
|A(x)||w|2 and therefore there exists ψ1 ∈ L1(R3) such that

|A(x)w2
n(x)| ≤ ψ1(x) for a.e. x ∈ R3. The same holds for the function B(x)w4

n.
Therefore, the second statement of the lemma result follows from the Lebesgue
Dominated Convergence Theorem.

The proof of the first statement in (I1) can be done in a similar way, just
observing that, in this case, 1 = ‖wn‖2 → ‖w‖2, since we have strong convergence
in the finite dimensional subspace X1. We omit the details. �

Lemma 3.2. Suppose that (m2)′, (f1), (f3) and (3.1) hold. Then, the functional
I is coercive.
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Proof. Suppose, by contradiction, that there exists (un) ⊂ X such that ‖un‖ →
+∞, but I(un) ≤ C1. If we define wn := un/‖un‖, it follows from the above
equation and (m2)′ that

(3.4) m∞ + on(1) =
2M(‖un‖2)

‖un‖4
≤ on(1) +

∫
4F (x, un)

u4
n

w4
n.

We may assume that wn ⇀ w weakly in X. Since ‖un‖ ≥ 1 for n large, if w = 0
it follows from (f1) that, for a.e. x ∈ R3, there holds∣∣∣∣4F (x, un(x))

u4
n(x)

w4
n(x)

∣∣∣∣ ≤ 2A(x)w2
n(x) +B(x)w4

n(x)→ 0, as n→∞.

This and the same arguments used in the proof of Lemma 3.1 show that we can
take the limit in (3.4) and use the Lebesgue Theorem to conclude that m∞ ≤ 0,
which contradicts (m2).

In the case w 6= 0, we can use (f3) and L’Hospital’s rule again to get

lim
n→+∞

4F (x, un(x))

u4
n(x)

w4
n(x) = g∞(x)w4(x), for a.e. x ∈ {w 6= 0}.

Thus, taking the limit as before, we obtain from (2.1)

m∞ ≤
∫
g∞(x)w4 ≤ 1

µ1(g∞)
‖w‖4 ≤ 1

µ1(g∞)
,

which contradicts (3.1). The lemma is proved. �

We prove now that, under the setting of Theorem 1.1, we have compactness.

Lemma 3.3. Suppose that (m1) and (f1) hold. Then any bounded sequence
(un) ⊂ X such that ‖I ′(un)‖X∗ → 0 has a convergent subsequence.

Proof. We may assume that un ⇀ u weakly in X and un → u strongly in
Lsloc(R3), for any 2 ≤ s < 6. This local convergence, (f1) and Lebesgue Dominated
Convergence Theorem imply that

lim
n→+∞

∫
BR

f(un)un dx =

∫
BR

f(u)u dx = lim
n→+∞

∫
BR

f(un)u dx,

for any R > 0. Given ε > 0, we can use (f1), Hölder’s inequality, the boundedness
of (un) in L6(R3) and the same argument of the proof of Lemma 2.4 to conclude
that ∣∣∣∣∣

∫
Bc

R

f(un)un dx

∣∣∣∣∣ ≤ C1ε,

for some R > 0 sufficiently large. Since analogous inequalities hold for the integrals∫
Bc

R
f(u)u dx and

∫
Bc

R
f(un)u dx, we conclude that

lim
n→+∞

∫
f(x, un)un =

∫
f(x, u)u = lim

n→+∞

∫
f(x, un)u.

If ρ0 ≥ 0 is such that ‖un‖2 → ρ2
0, we have

(3.5) on(1) = I ′(un)un = m(ρ2
0)ρ2

0 −
∫
f(x, u)u+ on(1).
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Thus,

on(1) = I ′(un)u = m(‖un‖2)

∫
(∇un · ∇u)−

∫
f(x, un)u

= m(ρ2
0)‖u‖2 −

∫
f(x, u)u+ on(1).

Using the last identity and (3.5) we get m(ρ2
0)‖u‖2 = m(ρ2

0)ρ2
0. It follows from (m1)

that ρ2
0 = ‖u‖2 and the weak convergence implies that un → u strongly in X. �

We are ready to present the proof of our first theorem.

Proof of Theorem 1.1. By Lemma 3.1, I satisfies the conditions (I1) of Theorem
2.1 with respect to the decomposition (3.2). In the same way, we can prove also
that condition (I4) is also satisfied. The proof of (I2) easily follows from (f1) and
Hölder’s inequality. If (un) ⊂ X is a Palais-Smale sequence, by Lemma 3.2, it is
bounded and therefore it follows from Lemma 3.3 that I satisfies the Palais-Smale
condition. So, we may now invoke Theorem 2.1 to get two nonzero solutions for
(P ). �

From now on we shall assume that

(3.6)
1

m(0)
< λ1(g0), µ1(g∞) <

1

m∞
,

where m∞, g0 and g∞ are given in (m2), (f2) and (f3), respectively.

Lemma 3.4. Suppose that (m1)−(m3), (f1) and (f4) hold. Assume also that (3.6)
holds. Then I satisfies the Palais-Smale condition at any level c ∈ R.

Proof. Let (un) ⊂ X be such that I(un) → c and ‖I ′(un)‖X∗ → 0. According to
Lemma 3.3, it is sufficient to prove that (un) has a bounded subsequence. Suppose,
by contradiction, that ‖un‖ → +∞. Then it follows from (m2) that

(3.7)

on(1) =
I ′(un)un
‖un‖4

=
m(‖un‖2)

‖un‖2
−
∫
f(x, un)un
‖un‖4

= m∞ −
∫
f(x, un)un
‖un‖4

+ on(1).

If we define wn := un/‖un‖, along a subsequence we have that wn ⇀ w weakly in
X. If w = 0, then we can use (f1) and ‖un‖ ≥ 1 to get∣∣∣∣∫ f(x, un)un

‖un‖4

∣∣∣∣ ≤ ∫ A(x)w2
n +

∫
B(x)w4

n = on(1).

Taking the limit in (3.7), we conclude that m∞ = 0, which contradicts (m2). Thus,
w 6= 0.

Now, using (m3) we get

c+ on(1) = I(un)− 1

4
I ′(un)un ≥

1

4

∫
[f(x, un)un − 4F (x, un)] .

Since |un(x)| → +∞ for a.e. x ∈ {w 6= 0} and this set has positive measure, it
follows from (f4) and Fatou’s Lemma that

4c ≥ −‖D‖L1({w=0}) +

∫
{w 6=0}

lim inf
n→+∞

[f(x, un)un − 4F (x, un)] dx = +∞,

which does not make sense. Thus, (un) is bounded in X and the result is proved. �
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Lemma 3.5. Suppose that (m1), (m2), (f1) and (f5) hold. Then, I satisfies the
Palais-Smale condition at any level c ∈ R.

Proof. Let (un) ⊂ X be such that I(un) → c and ‖I ′(un)‖X∗ → 0. In order to
prove that (un) is bounded in X we suppose, by contradiction, that ‖un‖ → +∞
along a subsequence. If we define wn := un/‖un‖, we can argue as in the above
lemma we conclude that wn ⇀ w 6= 0 weakly in X.

For any v ∈ C∞0 (R3), we have that

on(1) =
I ′(un)v

‖un‖3
=
m(‖un‖2)

‖un‖2

∫
(∇wn · ∇v)−

∫
f(x, un)

‖un‖3
v.

We claim that the last integral above converges to
∫
g∞(x)w3v and therefore, taking

the limit as n→ +∞ and using (m2) we conclude that w 6= 0 is a solution to

(3.8) −m∞∆w = g∞(x)w3, x ∈ R3.

In order to prove the claim we notice that, in the set {w 6= 0}, there holds
|un(x)| → +∞. Hence, it follows from (f3) that

lim
n→+∞

f(x, un(x))

‖un‖3
v(x) = lim

n→+∞

f(x, un(x))

un(x)3
wn(x)3v(x) = g∞(x)w(x)3v(x),

for a.e. x ∈ {w 6= 0}. Moreover, using (f1) and ‖un‖ ≥ 1, we get

(3.9)

∣∣∣∣f(x, un(x))

‖un‖3
v(x)

∣∣∣∣ ≤ ‖v‖∞ (A(x)|wn(x)|+B(x)|wn|3
)
,

and therefore

lim
n→+∞

f(x, un(x))

‖un‖3
v(x) = 0 = g∞(x)w(x)3v(x),

for a.e. x ∈ {w = 0}.
Let Ω be the compact support of the function v and notice that wn → w strongly

in Ls(Ω) for any 1 ≤ s < 6. Hence, |wn(x)| ≤ ψs(x) for a.e. x ∈ Ω, with ψs ∈ Ls(Ω).
Recalling that A ∈ Ls(Ω) with s > (3/2), we can use Young’s inequality to get

|A(x)wn(x)| ≤ 1

s
|A(x)|s +

1

s′
|ψs′(x)|s

′
,

with s′ < 3. Thus, it follows from the Lebesgue Dominated Convergence Theorem
that

∫
Ω
A(x)|wn| →

∫
Ω
A(x)|w|. Analogously,

∫
Ω
B(x)|wn|3 →

∫
Ω
B(x)|w|3. Thus,

we infer from (3.9) that there exists ψ ∈ L1(Ω) such that |‖un‖−3f(x, un)v| ≤ ψ(x)
for a.e. x ∈ Ω. The claim now follows from the Lebesgue Theorem.

We now notice that, from Lemma 2.4, (f1) and again the Lebesgue Dominated
Convergence Theorem, we obtain∫

g∞(x)w4 = on(1) +
I ′(un)un
‖un‖4

+

∫
g∞(x)w4

n

= on(1) +
m(‖un‖2)

‖un‖2
−
∫ [

f(x, un)

u3
n

− g∞(x)

]
w4
n

= on(1) +m∞.

Thus, m∞ =
∫
g∞(x)w4 and it follows from (3.8) that ‖w‖ = 1. But this contradicts

(f5). �

We can now obtain the existence of solution in the Mountain Pass setting.
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Proof of Theorems 1.2 and 1.3. Since λ1(g0) > 1/m(0), we can argue along the
same lines of the proof of Lemma 3.1 to obtain α, ρ > 0 such that

I(u) ≥ α, ∀u ∈ Bρ(0) ∩X.

Moreover, according to the discussion in the beginning of Section 2, we can choose
φ1 ∈ X such that ‖φ1‖ = 1 and

−∆φ1 = µ1(g∞)g∞(x)φ3
1, x ∈ R3.

From (m1) we conclude that M(t)→ +∞, as t→ +∞. Hence, it is clear that (m2)
implies (m2)′. Thus, we can use (f3) to get

lim
t→+∞

4I(tφ1)

t4
= lim

t→+∞

[
2M(t2)

t4
−
∫

4F (x, tφ1)

(tφ1)4
φ4

1

]
= m∞ −

∫
g∞(x)φ4 =

[
m∞ −

1

µ1(g∞)

]
< 0,

from which we conclude that I(tφ1)→ −∞ as t→ +∞.
By the above considerations, the functional I satisfies the geometric conditions

(I6) and (I7) of Theorem 2.3. Hence, we can use this former theorem together with
Lemma 3.4 and Lemma 3.5 to obtain a nonzero critical point of I. �

4. The superlinear case

We devote this section to the proof of Theorem 1.4. We first notice that, under
the condition (f1)′, the functional I belongs to C1(X,R). Moreover, we have the
following compactness property:

Lemma 4.1. Suppose that (m1), (m2)′, (m4), (f1)′ and (f6) hold. Then I satisfies
the Cerami condition at any level c > 0.

Proof. Let (un) ⊂ X be such that I(un) → c > 0 and ‖I ′(un)‖X∗(1 + ‖un‖) → 0.
Arguing as in the proof of Lemma 3.3, it is sufficient to prove that (un) is bounded.
Suppose, by contradiction, that ‖un‖ → +∞ along a subsequence. If we define
wn := un/‖un‖, we can use (m2)′ to get

(4.1)

on(1) =
4I(un)

‖un‖4
=

2M(‖un‖2)

‖un‖4
−
∫

4F (x, un)

u4
n

w4
n

= m∞ + on(1)−
∫

4F (x, un)

u4
n

w4
n.

We may suppose that wn ⇀ w weakly in X and wn(x)→ w(x) for a.e. x ∈ R3.
From (f6), we obtain ∂tF (x, t)/t4 > 0 for all t > 0 and x ∈ R3, and therefore

F (x, t)

t4
>
F (x, s)

s4
, ∀ t > s > 0.

Since an analogous argument holds if t < 0, we conclude that

F (x, un)

u4
n

w4
n ≥

F (x, sun)

(sun)4
w4
n, ∀x ∈ R3, s ∈ (0, 1).

Picking s = 1/‖un‖ and using (f ′1), we get

F (x, un)

u4
n

w4
n ≥ F (x,wn) ≥ −A(x)|wn|2 −B(x)|wn|p,
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and therefore Fatou’s lemma gives

lim inf
n→∞

∫
4F (x, un)

u4
n

w4
n +A(x)|wn|2 +B(x)|wn|p

≥
∫

lim inf
n→∞

[
4F (x, un)

u4
n

w4
n +A(x)|wn|2 +B(x)|wn|p

]
.

However, using the same ideas discussed in the proof of Lemma 2.4, we can prove
that

lim
n→∞

∫ (
A(x)|wn|2 +B(x)|wn|p

)
=

∫ (
A(x)|w|2 +B(x)|w|p

)
.

So,

lim inf
n→∞

∫
4F (x, un)

u4
n

w4
n ≥

∫
lim inf
n→∞

4F (x, un)

u4
n

w4
n.

If the set {w 6= 0} has positive measure, then we have that |un(x)| → +∞, as
n → +∞, for a.e. x ∈ {w 6= 0}. Using (4.1), (f3)′ and the above expression, one
has

m∞ = lim inf
n→∞

∫
4F (x, un)

u4
n

w4
n ≥

∫
{w 6=0}

lim inf
n→∞

4F (x, un)

u4
n

w4
n dx = +∞,

which is a contradiction. So, w = 0 and we can use (f1)′ and the Lebesgue Theorem
to conclude that

(4.2) lim
n→∞

∫
F (x, Lwn) = 0, ∀L ≥ 0.

Let tn ∈ [0, 1] be such that

I(tnun) = max
t∈[0,1]

I(tun).

If tn = 0 for all n ≥ n0, we have that c + on(1) = I(un) ≤ I(0) = 0 and therefore
c ≤ 0, which does not hold. Suppose that tn = 1 for all n ≥ n0. Since M(t)→ +∞,
as t → +∞, there exists L > 0 such that M(L) > 2c. We may assume that
0 < L < ‖un‖, for all n ≥ n0, and therefore

c+ on(1) = I(un) ≥ I(Lwn) =
1

2
M(L)−

∫
F (x, Lwn).

Taking the limit and using (4.2) we obtain 2c ≥ M(L), which is a contradiction
with M(L) > 2c.

From the above remarks, we may assume, without loss of generality, that
tn ∈ (0, 1), in such way that d

dtI(tun) = 0 for t = tn. Thus, using (m4) and
(f6), we reach

4I(tnun) = 4I(tnun)− I ′(tnun)(tnun)

= 2M(‖tnun‖2)−m(‖tnun‖2)‖tnun‖2+

+

∫
(f(x, tnun)tnun − 4F (x, tnun))

≤ 2M(‖un‖2)−m(‖un‖2)‖un‖2 +

∫
(f(x, un)un − 4F (x, un))

= 4I(un)− I ′(un)(un) = 4I(un) = 4c+ on(1).

Hence, picking L as before, we obtain 4c+ on(1) ≥ I(tnun) ≥ I(Lwn). Taking the
limit we obtain again a contradiction. This finishes the proof. �
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We are ready to obtain the solution in the superlinear case.

Proof of Theorem 1.4. Let g0 given by (f2) and suppose that, for some k ≥ 1, there
holds

λk(g0) <
1

m(0)
< λk+1(g0).

Consider the decomposition fo X given in (3.2). By Lemmas 3.1 and 4.1, I satisfies
the conditions (I1) and (I3). The proof of (I2) easily follows from (f1)′ and Hölder’s
inequality. If we can prove (I5), we may invoke Theorem 2.2 to obtain the desired
nonzero solution of (P ).

In order to prove (I5) we fix a finite dimensional subspace X̃ ⊂ X and suppose, by

contradiction, that there exists (un) ⊂ X̃ such that ‖un‖ → +∞ but I(un) ≥ −C1,
for some C1 > 0. If we define wn := un/‖un‖ we may suppose that wn → w

strongly in X with ‖w‖ = 1, since dim X̃ <∞. We have that

on(1) ≤ 4I(un)

‖un‖4
= m∞ + on(1)−

∫
4F (x, un)

u4
n

w4
n

and therefore we can use (f ′3) and the same argument used in the proof of Lemma
4.1 to conclude that w 6= 0 cannot hold. This is a contradiction and therefore the
theorem is proved in the case m(0)−1 ∈ (λk(g0), λk+1(g0)).

We now consider λ1(g0) > m(0)−1. Arguing along the same lines of the proof of
Lemma 3.1 we obtain α, ρ > 0 such that

I(u) ≥ α, ∀u ∈ Bρ(0) ∩X,
and therefore I satisfies (I6). Let φ ∈ C∞0 (R3) be a nonnegative function with
support Ω and ‖φ‖ = 1. Using (3.3) and condition (m2), we obtain C2 > 0 such
that

M(t) ≤ C2t
2 + C2t, ∀ t ≥ 0.

Moreover, given R > 0 such that R
∫

Ω
|φ|4dx > C2/2, we can use (f3)′ to get

F (x, t) ≥ Rt4 − C3, ∀x ∈ Ω, t ≥ 0,

for some C3 > 0. From the above expressions we obtain

I(tφ) ≤ C2

2
t4 +

C2

2
t2 −Rt4

∫
Ω

|φ|4 dx+ C3|Ω|,

where |Ω| denotes the Lebesque measure of Ω. Hence, I(tφ) → −∞, as t → +∞,
and therefore I verifies (I7). It follows from Lemma 4.1 and Theorem 2.3 that I
has a nonzero critical point. �

5. Concentration of solutions

In this section, we study the concentration of solutions of the problem

(P )b

{
−
(
a+ b‖u‖2

)
∆u = f(x, u), x ∈ R3,

u ∈ D1,2(R3),

where a > 0 and b > 0. As we know, the solutions are the critical points of the
functional

Ib(u) :=
a

2
‖u‖2 +

b

4
‖u‖4 −

∫
F (x, u), u ∈ X.

The next lemma shows that the concentration of solutions is a direct consequence
of boundedness:
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Lemma 5.1. Suppose (f1) or (f̃1) holds. Let (bn) ⊂ (0, 1) and (ubn) ⊂ X be such
that ubn is a solution to (P )bn , for each n ∈ N. If (ubn) is bounded in X and
bn → 0+, then (un) strongly converges in X to a weak solution of the local problem
(P )0.

Proof. For saving notation, we write only In and un to denote Ibn and ubn ,
respectively. Since (un) is bounded, up to a subsequence, un ⇀ u0 weakly in
X. For any v ∈ X, we have

0 = I ′n(un)v = (a+ bn‖un‖2)

∫
(∇un · ∇v)−

∫
f(x, un)v.

We know that bn‖un‖2 → 0, as n → +∞. Hence, taking the limit in the above
expression, using (f1) and the Lebesgue Dominated Convergence Theorem, we can
argue as in the proof of Lemma 3.3 to conclude that

0 = a

∫
(∇u0 · ∇v)−

∫
f(x, u)v, ∀ v ∈ X,

and therefore u0 weakly solves (P )0.
In order to prove the strong convergent of (un) we first notice that, as before,

lim
n→∞

∫
f(x, un)un =

∫
f(x, u0)u0 = lim

n→∞

∫
f(x, un)u0.

Hence, we can use Cauchy-Schwarz’s and Young’s inequality to get

a‖un − u0‖2 = (I ′n(un)− I ′0(u0)) (un − u0) +

∫
(f(x, un)− f(x, u0))(un − u0)

− bn‖un‖2
∫
∇(un − u0) · ∇un

= on(1) +
bn
2
‖un‖4 +

bn
2
‖un‖2‖un − u0‖2,

or, equivalently,

(a− (bn/2)‖un‖2)‖un − u0‖2 ≤ on(1).

From the boundedness of (un) and bn → 0+, it follows that un → u0 strongly in
X. This ends the proof. �

We are ready to finish the paper presenting the proof of the concentration result.

Proof of Theorem 1.5. For any t > 1, we can use (f6) to get

F (x, t)

t4
− F (x, 1) =

∫ t

1

d

ds

{
F (x, s)

s4

}
ds =

∫ t

1

f(x, s)s− 4F (x, s)

s5
ds

≤ [f(x, t)t− 4F (x, t)]

(
1− 1

t4

)
,

and therefore

f(x, t)t− 4F (x, t) ≥ F (x, t)

t4
− F (x, 1), ∀x ∈ R3, t > 1.

Since we can prove an analogous inequality holds for t < −1, we conclude that f
satisfies (f4) with D = 0, whenever f satisfies (f3)′ and (f6). So, without loss of
generality, we assume from now on that (f4) holds.
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Suppose that all the conditions of Theorem 1.5 are satisfied. Since λ1(g0) > a−1,
we can argue along the same lines of the proof of Lemma 3.1 to obtain α, ρ > 0
such that

a

2
‖u‖2 −

∫
F (x, u) ≥ α‖u‖2, ∀u ∈ X ∩Bρ(0).

Thus, the functional Ib satisfies condition (I6) of Theorem 2.3 with the numbers
α, ρ being independent of b ∈ [0, 1]. As we can infer from the proof of Theorems
1.2 and 1.4 (in this last case for λ1(g0) > m(0)−1), there exists e ∈ X such that
‖e‖ > ρ and I1(e) < 0. Hence, since Ib(e) ≤ I1(e) for any b ∈ (0, 1), we conclude
that the Mountain Pass level of the functional Ib is given by

cb := inf
γ∈Γ

sup
t∈[0,1]

Ib(γ(t)) ≥ α > 0,

where Γ := {γ ∈ C([0, 1], X), γ(0) = 0, γ(1) = e}. The main point here is that the
set Γ is independent of b, in such way that the monotonicity of b 7→ Ib(u) implies
that the function b 7→ cb is nondecreasing.

We now take (bn) ⊂ (0, 1) such that bn → 0+ and call ubn ∈ X the solution
to (P )bn given by the Mountain Pass Theorem. We are going to prove that
this sequence of solutions is bounded in X. Using the same notation of the
previous lemma, we assume, by contradiction, that ‖un‖ → +∞. If we define
wn := un/‖un‖, then we may suppose that wn ⇀ w weakly in X and wn(x)→ w(x)
for a.e. x ∈ R3. We have that

c1 ≥ cn = In(un) = In(un)− 1

4
I ′n(un)un ≥

1

4

∫
[f(x, un)un − 4F (x, un)].

If w 6= 0, we can use (f4) and the same argument employed in the proof of Lemma
3.4 to obtain a contradiction by using Fatou’s Lemma. Hence, we conclude that
w = 0 and therefore we can use (f1) (or (f1)′) and the Lebesgue Dominated
Convergence Theorem to conclude that

lim
n→∞

∫
F (x, Lwn) = 0, ∀L ≥ 0.

Let tn ∈ [0, 1] be such that

In(tnun) = max
t∈[0,1]

In(tun).

Since cn = In(un) ≤ In(tnun), we have that tn > 0. Arguing as in the proof of
Lemma 4.1 we can show that tn = 1 cannot occur. Thus, d

dtIn(tun) = 0 holds true
for t = tn. It follows from (f6) that

In(tnun) = In(tnun)− 1

4
I ′n(tnun)(tnun)

=
a

4
‖tnun‖2 +

1

4

∫
[f(x, tnun)tnun − 4F (x, tnun)]

≤ a

4
‖un‖2 +

1

4

∫
[f(x, un)un − 4F (x, un)]

= In(un)− 1

4
I ′n(un)(un) = I(un) = cn ≤ c1.

Arguing as in Lemma 4.1 again, we obtain a contradiction from c1 ≥ In(tnun) ≥
In(Lwn), where L > 0 is large enough.
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Now we have proved that (un) is bounded, we may invoke Lemma 5.1 to conclude
that un → u0 strongly in X, with u0 being a weak solution to the local problem
(P )0. Passing the inequality In(un) ≥ α > 0 to the limit, we conclude that
I0(u0) > 0. Hence u0 6= 0 and the theorem is proved. �
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