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Abstract. We consider the system




−ε2∆u + W (x)u = Qu(u, v) in R
N ,

−ε2∆v + V (x)v = Qv(u, v) in R
N ,

u, v ∈ H1(RN ), u(x), v(x) > 0 for each x ∈ R
N ,

where ε > 0, W and V are positive potentials and Q is a homogeneous function
with subcritical growth. We relate the number of solutions with the topology
of the set where W and V attain their minimum values. In the proof we apply
Ljusternik-Schnirelmann theory.

1. Introduction. In the last years, many papers have considered the scalar equa-
tion

(Pε) −ε2∆u+ V (x)u = W (x)|u|p−2u in R
N ,

where N ≥ 3, V and W are positive potentials and 2 < p < 2∗ := 2N/(N − 2).
The main points considered by these papers were the existence and multiplicity of
solutions; the concentration of maximum points of the solutions, which is strongly
related with the shape of the potentials V and W ; the relation between the number
of solutions and the topology of the set of critical points of the potentials.

The first author to deal with (Pε) via variational methods seems to be Rabinowitz
[20]. Among other results, he studied the case W ≡ 1 and obtained a positive
solution by assuming that

0 < V0 := inf
x∈RN

V (x) < lim inf
|x|→∞

V (x). (R)
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Later, Wang [21] showed that solutions found in [20] are concentrated around global
minimum points of V (x) as ε tends to zero.

In [12] del Pino and Felmer considered a local condition on V and established
the existence of positive solutions to (Pε) which concentrate around local minimum
of V (x). In order to do this, they introduced a penalization method and supposed
that W ≡ 1 and

inf
ξ∈Λ

V (ξ) < min
ξ∈∂Λ

V (ξ), (DF )

for some open and bounded set Λ ⊂ R
N .

Cingolani and Lazzo [11] exploited the geometry of the function V to obtain
multiplicity of solutions for (Pε). By using Ljusternik-Schnirelmann theory and
assuming condition (R), they related the number of positive solutions with the
topology of set where V attained its minimum value. In [5], Alves and Figueiredo
have been established similar results from that found in [11], for a class of problems
involving the p-Laplacian operator.

In [22], Wang and Zeng studied the full version of (Pε) by considering the ground
energy function d(ξ), defined as the least energy of the functional associated with

−ε2∆u+ V (ξ)u = W (ξ)|u|p−2u in R
N ,

where ξ ∈ R
N acts as a parameter instead of an independent variable. Under

suitable assumptions on the potentials V and W , the function ξ 7→ d(ξ) attains
its global minimum at a point y∗ ∈ R

N . Moreover, for every ε > 0 sufficiently
small, there exists a solution uε whose global maximum point moving toward y∗

as ε tends to 0. Other results concerning the scalar equation can be found in
[15, 6, 3, 4, 16, 17, 18, 19] and references therein.

Recently, Alves [1] extended some existence and concentration results of the
scalar equation for the following class of elliptic systems

(Sε)






−ε2∆u+W (x)u = Qu(u, v) in R
N ,

−ε2∆v + V (x)v = Qv(u, v) in R
N ,

u , v ∈ H1(RN ), u(x), v(x) > 0 for each x ∈ R
N ,

where ε > 0, N ≥ 3 and potentials W,V are Hölder continuous. In that paper,
motivated by [12], it is developed a penalization method for the energy functional
associated to (Sε). So, it is natural to ask if we can obtain multiplicity results
analogous to that of the scalar equation. In the present paper, motivated by the
results and methods developed in [1, 2, 12, 11, 22], we give a first positive answer
to this question.

Besides the regularity of W and V , we suppose a condition analogous to (DF ).
More specifically, we assume that there exist an open bounded set Λ ⊂ R

N , x0 ∈ Λ
and ρ0 > 0 such that

(H1) W (x), V (x) ≥ ρ0 for each x ∈ ∂Λ;
(H2) W (x0), V (x0) < ρ0;
(H3) W (x0) ≥W (x0) > 0, V (x) ≥ V (x0) > 0 for each x ∈ R

N .

Setting R
2
+ := [0,∞)× [0,∞), we can state our hypothesis on Q ∈ C2(R2

+,R) in
the following way.

(Q0) There exits 2 < p < 2∗ := 2N/(N − 2) such that

Q(tu, tv) = tpQ(u, v) for each t > 0, (u, v) ∈ R
2
+.
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(Q1) There exists c1 > 0 such that

|Qu(u, v)| + |Qv(u, v)| ≤ c1
(
up−1 + vp−1

)
for each (u, v) ∈ R

2
+.

(Q2) Qu(0, 1) = 0, Qv(1, 0) = 0.
(Q3) Qu(1, 0) = 0, Qv(0, 1) = 0.
(Q4) Q(u, v) > 0 for each u, v > 0.
(Q5) Qu(u, v), Qv(u, v) ≥ 0 for each (u, v) ∈ R

2
+.

We refer to [10, 13] for examples of functions verifying (Q0)− (Q5) and for their
main properties.

In order to get precise statements about our result we fix ξ ∈ R
N and consider

the autonomous system associated to (Sε), namely




−ε2∆u+W (ξ)u = Qu(u, v) in R
N ,

−ε2∆v + V (ξ)v = Qv(u, v) in R
N ,

u , v ∈ H1(RN ), u(x), v(x) > 0 for each x ∈ R
N .

In view of conditions (H3) and (Q1), the above problem has a variational structure
and the associated functional

Iξ(u, v) :=
1

2

∫

RN

(
ε2|∇u|2 + ε2|∇v|2 +W (ξ)|u|2 + V (ξ)|v|2

)
−

∫

RN

Q(u, v),

is well defined for (u, v) ∈ E := H1(RN ) × H1(RN ). Arguing as in [2, Section 2]
we can show that Iξ has the Mountain Pass geometry and therefore we can set the
minimax level C(ξ) in the following way

C(ξ) := inf
γ∈Γ

max
t∈[0,1]

Iξ(γ(t)),

where Γ := {γ ∈ C([0, 1], E) : γ(0) = 0, Iξ(γ(1)) ≤ 0}. Moreover, the map
ξ 7→ C(ξ) is continuous and C(ξ) can be further characterized as

C(ξ) = inf
(u,v)∈Mξ

Iξ(u, v),

with Mξ being the Nehari manifold of Iξ, that is

Mξ := {(u, v) ∈ E \ {(0, 0)} : I ′ξ(u, v)(u, v) = 0}.
By using well known arguments, for each ξ fixed, the minimax level C(ξ) is achieved
and conditions (H1) − (H3) yield

M :=

{
x ∈ R

N : C(x) = inf
ξ∈RN

C(ξ)

}
6= ∅.

Furthermore, the same arguments found in [1] prove that

C∗ = C(x0) = inf
ξ∈Λ

C(ξ) < min
ξ∈∂Λ

C(ξ). (C0)

If Y is a closed set of a topological spaceX , we denote by catX(Y ) the Ljusternik-
Schnirelmann category of Y in X , namely the least number of closed and con-
tractible sets in X which cover Y . We are now ready to state the main result of
this paper.

Theorem 1.1. Suppose that potentials W and V satisfy (H1)−(H3) and Q satisfies

(Q0) − (Q5). Then, for any δ > 0 verifying

Mδ := {x ∈ R
N : dist(x,M) < δ} ⊂ Λ,

there exists εδ > 0 such that, for any ε ∈ (0, εδ), the system (Sε) has at least

catMδ
(M) solutions.
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The proof of Theorem 1.1 will be done in three main steps. First, we apply
the penalization method found in [1], modifying the function Q(u, v) outside the
set Λ in such way that the energy functional of the modified problem satisfies the
Palais-Smale condition. It is worthwhile to emphasize that, since we deal with the
functional restricted to an appropriated manifold, the calculations performed to
get compactness are much more involved to those of [1, 12] (see Section 2.1 for
details). In the second step, by using a technique due to Benci and Cerami [9],
we relate the category of the set M with the number of positive solutions for the
modified problem. This objective is achieved by a detailed study of the energy
functional restricted to its Nehari manifold. Finally we prove that, for ε > 0 small,
the solutions for the modified problem are in fact solutions for (Sε).

Our theorem extends the first result in [14]. Moreover, since we obtain multiple
solutions, we complement the papers [1, 2, 10]. As far we know, it is the first time
that penalization methods together with Ljusternik-Schnirelmann theory are used
to get multiple solutions for gradient systems.

We finish the introduction by mentioning the recent paper of Avila and Wan [7]
(see also [8]) where the authors obtain multiple solutions for a Hamiltonian version
of (Sε) but with W ≡ V .

The paper is organized as follows. In Section 2 we present the abstract framework
and proves the Palais-Smale condition for the modified functional. Section 3 is
devoted to the proof of a multiplicity result for a modified problem. Finally, we
prove Theorem 1.1 in Section 4.

2. Variational framework and a compactness result. Since we are interested
in positive solutions we extend the functionQ to the whole R

2 by setting Q(u, v) = 0
if u ≤ 0 or v ≤ 0. For simplicity, we write only

∫
u instead of

∫
RN u(x)dx. We also

note that, since Q is p-homogeneous, for each (s, t) ∈ R
2 we have

pQ(s, t) = sQs(s, t) + tQt(s, t) (1)

and

p(p− 1)Q(s, t) = s2Qss(s, t) + t2Qtt(s, t) + 2stQst(s, t). (2)

Hereafter, we will work with the following system equivalent to (Sε).

(Ŝε)






−∆u+W (εx)u = Qu(u, v) in R
N ,

−∆v + V (εx)v = Qv(u, v) in R
N ,

u, v ∈ H1(RN ), u(x), v(x) > 0 for each x ∈ R
N .

In order to overcome the lack of compactness originated by the unboundedness of
R

N we use a penalization method. Such kind of idea has first appeared in the paper
of delPino and Felmer [12]. Here, we use an adaptation for systems introduced by
the first author in [1].

We start by choosing a > 0 and considering η : R → R a non-increasing function
of class C2 such that

η ≡ 1 on (−∞, a], η ≡ 0 on [5a,+∞), |η′(s)| ≤ C

a
and |η′′(s)| ≤ C

a2
, (3)

for each s ∈ R and for some positive constant C > 0. Using the function η, we

define Q̂ : R
2 → R by

Q̂(s, t) := η(|(s, t)|)Q(s, t) + (1 − η(|(s, t)|)A(s2 + t2)
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where

A := max

{
Q(s, t)

s2 + t2
: (s, t) ∈ R

2, a ≤ |(s, t)| ≤ 5a

}
.

Notice that, since A > 0 tends to zero as a → 0+, we may suppose that A <
min{W (x0), V (x0)}.

Finally, denoting by χΛ the characteristic function of the set Λ, we define H :
R

N × R
2 → R by setting

H(x, s, t) := χΛ(x)Q(s, t) + (1 − χΛ(x))Q̂(s, t).

For future reference we note that, as proved in [1, Lemma 2.2], for any a > 0 small
and (s, t) ∈ R

2 we have

sHs(x, s, t) + tHt(x, s, t) ≤
1

2

(
W (x)s2 + V (x)t2

)
for each x ∈ R

N \ Λ. (4)

From now on we assume that a is chosen in such way that the above inequality
holds.

As an immediate consequence of the above notations, we have the following
lemma

Lemma 2.1. Let uε, vε ∈ H1(RN ) be positive functions such that

−ε2∆u+W (x)u = Hu(x, u, v), −ε2∆v + V (x)v = Hv(x, u, v),

for each x ∈ R
N . Moreover, suppose that |(uε(x), vε(x))| ≤ a for each x ∈ R

N \ Λ.

Then, it follows from the definition of H and Q̂ that H(·, uε, vε) ≡ Q(uε, vε), and

therefore (uε, vε) is also a solution for the problem (Ŝε).

In view of this lemma, we deal in the sequel with the modified problem

(Sε,a)






−∆u+W (εx)u = Hu(x, u, v) in R
N ,

−∆v + V (εx)v = Hv(x, u, v) in R
N ,

u, v ∈ H1(RN ),

and we will look for solutions (uε, vε) verifying

|(uε(εx), vε(εx))| ≤ a for each x ∈ R
N \ Λε,

where Λε := {x ∈ R
N : εx ∈ Λ}.

For each ε > 0 we denote by Xε the Hilbert space

Xε :=

{
(u, v) ∈ H1(RN ) ×H1(RN ) :

∫
(W (εx)|u|2 + V (εx)|v|2) <∞

}

endowed with the norm

‖(u, v)‖2
ε :=

∫
(|∇u|2 + |∇v|2 +W (εx)|u|2 + V (εx)|v|2).

Conditions (H3) and (Q1) imply that the critical points of the C1-functional Jε :
Xε → R given by

Jε(u, v) :=
1

2

∫ (
|∇u|2 + |∇v|2 +W (εx)|u|2 + V (εx)|v|2

)
−

∫
H(x, u, v)

are weak solutions of (Sε,a). We recall that these critical points belong to the Nehari
manifold of Jε, namely on the set

Nε := {(u, v) ∈ Xε \ {(0, 0)} : J ′
ε(u, v)(u, v) = 0}.
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It is well known that, for any nontrivial element (u, v) ∈ Xε the function
t 7→ Jε(tu, tv), for t ≥ 0, achieves its maximum value at a unique point tu > 0
such that tu(u, v) ∈ Nε.

2.1. The Palais-Smale condition. Since we are intending to apply critical point
theory we need to introduce some compactness property. So, let V be a Banach
space, V be a C1-manifold of V and I : V → R a C1-functional. We say that I|V
satisfies the Palais-Smale condition at level c ((PS)c for short) if any sequence (un) ⊂
V such that I(un) → c and ‖I ′(un)‖∗ → 0 contains a convergent subsequence. Here,
we are denoting by ‖I ′(u)‖∗ the norm of the derivative of I restricted to V at the
point u.

It is proved in [1] that the unconstrained functional satisfies (PS)c for each c ∈ R.
Nevertheless, to get multiple critical points, we need to work with the functional Jε

constrained to Nε. In order to prove the desired compactness result we shall first
present some properties of Nε.

Lemma 2.2. There exist positive constants a1, δ such that, for each a ∈ (0, a1),
(u, v) ∈ Nε, there hold ∫

Λε

Q(u, v) ≥ δ (5)

and ∫

RN\Λε

(W (εx)u2 + V (εx)v2) ≤ 2p

∫

Λε

Q(u, v). (6)

Proof. Since H has subcritical growth, it is easy to obtain δ̂ > 0 such that

‖(u, v)‖ε ≥ δ̂ for each (u, v) ∈ Nε.

Thus, we can use (1) and (4) to get

δ2 ≤ ‖(u, v)‖2
ε =

∫

Λε

(uQu+ vQv) +

∫

RN\Λε

(uHu + vHv)

≤ p

∫

Λε

Q(u, v) +
1

2

∫

RN\Λε

(W (εx)u2 + V (εx)v2),

and therefore
δ̂2

2
≤ 1

2
‖(u, v)‖2

ε ≤ p

∫

Λε

Q(u, v),

which implies (5) with δ = δ̂2

2p .

Recalling that (u, v) ∈ Nε and using (4) and (1) again, we obtain
∫

RN\Λε

(W (εx)u2 + V (εx)v2) ≤
∫

RN\Λε

(uHu + vHv) +

∫

Λε

(uQu + vQv)

≤ 1

2

∫

RN\Λε

(W (εx)u2 + V (εx)v2) + p

∫

Λε

Q(u, v),

from which follows (6). The lemma is proved.

The following technical results is the key stone in our compactness result.

Lemma 2.3. Let φε : Xε → R be given by

φε(u, v) := ‖(u, v)‖2
ε −

∫ (
uHu(εx, u, v) + vHv(εx, u, v)

)
.
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Then there exist a2, b > 0 such that, for each a ∈ (0, a2),

φ′ε(u, v)(u, v) ≤ −b < 0 for each (u, v) ∈ Nε. (7)

Proof. Given (u, v) ∈ Nε, we can use the definition of H , (1) and (2) to get

φ′ε(u, v)(u, v) =

∫

Λε

(uQu + vQv) − (u2Quu + v2Qvv + 2uvQuv)

+

∫

RN\Λε

(uHu + vHv) −
∫

RN\Λε

(
u2Huu + v2Hvv + 2uvHuv

)

= −p(p− 2)

∫

Λε

Q(u, v) +

∫

RN\Λε

D1 −
∫

RN\Λε

D2

(8)

with
D1 := (uHu + vHv) and D2 :=

(
u2Huu + v2Hvv + 2uvHuv

)
.

In what follows we denote |z| :=
√
u2 + v2. By using the definition of Q̂, η and (1)

again, we obtain

|D1| =

∣∣∣∣η′
Q

|z| + pη
Q

|z|2 −Aη′|z|+ 2A(1 − η)

∣∣∣∣ |z|2

≤
(
C

a
A5a+ pA+A

C

a
5a+ 4A

)
|z|2

≤ C1A|z|2.
Since A→ 0 as a→ 0+, the last inequality combined with (H3) leads to

∫

RN\Λε

(uHu + vHv) ≤ o(1)

∫

Rn\Λε

(W (εx)u2 + V (εx)v2), (9)

where o(1) → 0 as a→ 0+.
In order to estimate the last integral in (8), we first compute

D2 = −Aη′(|z|2 + 4|z|)|z|2 + 2A(1 − η)|z|2 + η′′Q|z||z|2 +D3 +D4, (10)

with

D3 :=
2η′

|z|
(
u3Qu + v3Qv + u2vQv + uv2Qu

)

and

D4 := η(u2Quu + v2Qvv + 2uvQuv).

In view of (3) we have that

∣∣Aη′(|z|2 + 4|z|)|z|2
∣∣ ≤ A

C

a
(25a2 + 20a)|z|2 = o(1)|z|2.

By using the definition of A, we also obtain

2A(1 − η)|z|2 = o(1)|z|2 and η′′Q|z||z|2 = o(1)|z|2.
Moreover, we infer from (1) that

|D3| = |4pη′Q||z| ≤ 4p
C

a
A|z|25a = 20pCA|z|2 = o(1)|z|2.

Finally, (2) implies that

D4 = η(u2Quu + v2Qvv + 2uvQuv) = ηp(p− 1)Q ≥ 0.

From these estimates, we derive that
∫

RN\Λε

(
u2Huu + v2Hvv + 2uvHuv

)
≤ o(1)

∫

RN\Λε

(W (εx)u2 + V (εx)v2).



1752 C. O. ALVES, G. M. FIGUEIREDO AND M. F. FURTADO

Thus, it follows from (9) and (8) that

φ′ε(u, v)(u, v) ≤ −p(p− 2)

∫

Λε

Q(u, v) + o(1)

∫

RN\Λε

(W (εx)u2 + V (εx)v2).

Now we can use Lemma 2.2 to obtain, for a small enough,

φ′ε(u, v)(u, v) ≤ (−p(p− 2) + o(1))

∫

Λε

Q(u, v) ≤ −p(p− 2)

2
δ = −b < 0.

The lemma is proved.

Proposition 1. The functional Jε restricted to Nε satisfies (PS)c for each c ∈ R.

Proof. Let (un, vn) ⊂ Nε be such that

Jε(un, vn) → c and ‖J ′
ε(un, vn)‖∗ = on(1),

where on(1) approaches zero as n→ ∞. Then there exists (λn) ⊂ R satisfying

J ′
ε(un, vn) = λnφ

′
ε(un, vn) + on(1), (11)

with φε as in Lemma 2.3. Since (un, vn) ∈ Nε we have that

0 = J ′
ε(un, vn)(un, vn) = λnφ

′
ε(un, vn)(un, vn) + on(1)‖(un, vn)‖ε.

Straightforward calculations show that (un, vn) is bounded. Moreover, in view of
Lemma 2.3, we may suppose that φ′ε(un, vn)(un, vn) → l < 0. Hence, the above
expression shows that λn → 0 and therefore we conclude that J ′

ε(un, vn) → 0 in
the dual space of Xε. It follows from [1, Lemma 3.2] that (un, vn) has a convergent
subsequence.

3. Multiplicity of solutions for (Sε,a). The main result of this section can be
stated as follows.

Theorem 3.1. For any δ > 0 verifying Mδ ⊂ Λ, there exists εδ > 0 such that, for

any ε ∈ (0, εδ), the system (Sε,a) has at least catMδ
(M) solutions.

The proof of the above result is rather long and it will be done by applying the
following Ljusternik-Schnirelmann abstract result.

Theorem 3.2. Let I be a C1-functional defined on a C1-Finsler manifold V. If I
is bounded from below and satisfies the Palais-Smale condition, then I has at least

catV(V) distinct critical points.

We shall apply the above theorem for the functional Jε constrained to Nε. By
Proposition 1 the Palais-Smale condition is satisfied. So, we need only to relate
the category of Nε with that of M . This is exactly the content of the next two
subsections. The following result, whose the proof is similar to that presented in [9,
Lemma 4.3], will be used.

Lemma 3.3. Let Γ, Ω+, Ω− be closed sets with Ω− ⊂ Ω+. Let Φ : Ω− → Γ,

β : Γ → Ω+ be two continuous maps such that β ◦ Φ is homotopically equivalent to

the embedding ι : Ω− → Ω+. Then catΓ(Γ) ≥ catΩ+(Ω−).
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3.1. The map Φε. In order to construct the map Φε we start by noticing that, by
[2, Proposition 2.1], there exists (w1, w2) ∈ E such that w1, w2 are positive on R

N

and

I ′x0
(w1, w2) = 0 and Ix0

(w1, w2) = C(x0) = C∗.

We recall that E and Ix0
were defined in the introduction and we shall use the

following norm on the space E

‖(u, v)‖2
x0

:=

∫
(|∇u|2 + |∇v|2 +W (x0)|u|2 + V (x0)|v|2),

for any (u, v) ∈ E.
Let us consider δ > 0 such that Mδ ⊂ Λ and ψ ∈ C∞(R+, [0, 1]) a non-increasing

function such that ψ ≡ 1 on [0, δ/2] and ψ ≡ 0 on [δ,∞). For any y ∈M , we define
the function Ψi,ε,y ∈ Xε by setting

Ψi,ε,y(x) := ψ(|εx− y|)wi

(
εx− y

ε

)
, i = 1, 2,

and denote by tε > 0 the unique positive number verifying

Jε(tε(Ψ1,ε,y,Ψ2,ε,y)) = max
t≥0

Jε(t(Ψ1,ε,y,Ψ2,ε,y)).

In view of the above remarks, it is well defined the function Φε : M → Nε given
by

Φε(y) := tε(Ψ1,ε,y,Ψ2,ε,y).

In next lemma we prove an important relationship between Φε and the set M .

Lemma 3.4. Uniformly for y ∈M , we have

lim
ε→0+

Jε(Φε(y)) = C∗.

Proof. Suppose, by contradiction, that the lemma is false. Then there exist δ0 > 0,
(yn) ⊂M and εn → 0+ such that

|Jεn
(Φεn

(yn)) − C∗| ≥ δ0 > 0. (12)

We notice that, if z ∈ Bδ/εn
(0) then εnz + yn ∈ Bδ(yn) ⊂ Mδ ⊂ Λ. Thus,

recalling that H ≡ Q in Λ and ψ(s) = 0 for s ≥ δ, we can use the change of
variables z 7→ (εnx− yn)/εn to write

Jεn
(Φεn

(yn)) =
t2εn

2

∫

RN

(
|∇(ψ(|εz|)w1(z))|2 + |∇(ψ(|εz|)w2(z))|2

)
dz

+
t2εn

2

∫

RN

W (εnz + yn)|ψ(|εnz|)w1(z)|2dz

+
t2εn

2

∫

RN

V (εnz + yn)|ψ(|εnz|)w2(z)|2dz

−
∫

RN

Q(tεn
ψ(|εnz|)w1(z), tεn

ψ(|εnz|)w2(z)) dz.

Since Q is homogeneous, we have that tεn
→ 1. This and Lebesgue’s theorem

imply that

lim
n→∞

‖(Ψ1,εn,yn
,Ψ1,εn,yn

)‖2
ε = ‖(w1, w2)‖2

x0
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and

lim
n→∞

∫
Q(Ψ1,εn,yn

,Ψ2,εn,yn
) =

∫
Q(w1, w2).

Therefore
lim

n→∞
Jεn

(Φεn
(yn)) = Ix0

(w1, w2) = C∗

which contradicts (12). The lemma is proved.

3.2. The map βε. Consider δ > 0 such that Mδ ⊂ Λ and choose ρ = ρ(δ) > 0
satisfying Mδ ⊂ Bρ(0). Let Υ : R

N → R
N be defined as Υ(x) := x for |x| ≤ ρ and

Υ(x) := ρx/|x| for |x| ≥ ρ, and consider the map βε : Nε → R
N given by

βε(u, v) :=

∫

RN

Υ(εx)|u(x)|2
∫

RN

|u(x)|2
+

∫

RN

Υ(εx)|v(x)|2
∫

RN

|v(x)|2
.

Since M ⊂ Bρ(0), we can use the definition of Υ and Lebegue’s theorem to conclude
that

lim
ε→0+

βε(Φε(y)) = y uniformly for y ∈M. (13)

We also have the following technical result.

Lemma 3.5. Let εn → 0+ and (un, vn) ⊂ Nεn
be such that Jεn

(un, vn) → C∗.

Then there exists (ỹn) ⊂ R
N such that the sequence (ũn, ṽn) := (un(·+ỹn), vn(·+ỹn))

has a convergent subsequence in E. Moreover, up to a subsequence, (yn) := (εnỹn)
is such that yn → y ∈M .

For the proof of the above lemma we shall use the following property of mini-
mizing sequences of the autonomous system. The proof is similar to that presented
in [2, Proposition 2.1] and it will be omitted.

Lemma 3.6. Let (un, vn) ⊂ Mx0
be such that I0(un, vn) → C∗ and (un, vn) ⇀

(u, v) weakly in E. Then there exists (ỹn) ⊂ R
N such that the sequence (ũn, ṽn) :=

(un(· + ỹn), vn(· + ỹn)) strongly converges to (ũ, ṽ) ∈ Mx0
with I0(ũ, ṽ) = C∗.

Moreover, if (u, v) 6= (0, 0), then (ỹn) can be taken identically zero and therefore

(un, vn) → (u, v) in E.

Proof of Lemma 3.5. Straightforward calculations show that (ũn, ṽn) is bounded.
The same argument employed in [2, Lemma 2.1] provides a sequence (ỹn) ⊂ R

N

and positive constants R, γ such that

lim inf
n→∞

∫

BR(ỹn)

(
|un|2 + |vn|2

)
≥ γ > 0.

Thus, by setting (ũn(x), ṽn(x)) := (un(x + ỹn), vn(x + ỹn)) and going to a subse-
quence if necessary, we can assume that

(ũn, ṽn) ⇀ (ũ, ṽ) 6= (0, 0) weakly in E. (14)

Let (tn) ⊂ R
+ be such that (ûn, v̂n) := tn(ũn, ṽn) ∈ Mx0

. By using the definition
of Ix0

and H , and condition (H3) we obtain

C∗ ≤ Ix0
(ûn, v̂n) =

1

2
‖(tnun, tnvn)‖2

x0
−

∫
Q(tnun, tnvn)

≤ 1

2
‖(tnun, tnvn)‖2

ε −
∫
H(εx, tnun, tnvn)

= Jε(tnun, tnvn) ≤ Jε(un, vn) = C∗ + on(1),
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from which follows that Ix0
(ûn, v̂n) → C∗. Hence(ûn, v̂n) 6→ (0, 0) in E. Since

(ũn, ṽn) and (ûn, v̂n) are bounded we conclude that (tn) ⊂ R is bounded and, up to
a subsequence, tn → t0 > 0. Summarizing, we get

Ix0
(ûn, v̂n) → C∗ and (ûn, v̂n) ⇀ t0(ũ, ṽ) = (û, v̂) 6= (0, 0).

It follows from Lemma 3.6 that (ûn, v̂n) → (û, v̂), or equivalently, (ũn, ṽn) → (ũ, ṽ).
This is the first part of the lemma.

We now define yn := εnỹn and we shall prove that yn → y ∈M . We begin with
the following.

Claim 1. up to a subsequence, yn → y ∈ Λ.

First we prove that (yn) is bounded. Indeed, suppose by contradiction that, for
some subsequence still denoted by (yn), we have that |yn| → ∞. If we define

In :=

∫ (
|∇ũn|2 + |∇ṽn|2 +W (εnx+ yn)ũ2

n + V (εnx+ yn)ṽ2
n

)

and recall that (un, vn) ∈ Nεn
, a change of variables shows that

In =

∫
(ũnHu(εnx+ yn, ũn, ṽn) + ṽnHv(εnx+ yn, ũn, ṽn)) .

Consider R > 0 such that Λ ⊂ BR(0). Since we may suppose that |yn| > 2R, for
any x ∈ BR/εn

(0) we have

|εnx+ yn| ≥ |yn| − |εnx| > R.

Thus, by setting Γn := BR/εn
(0), it follows from (4) that

In ≤ 1

2

∫

Γn

(
W (εnx+ yn)ũ2

n + V (εnx+ yn)ṽ2
n

)

+

∫

RN\Γn

(
ũnHu(εnx+ yn, ũn, ṽn) + ṽnHv(εnx+ yn, ũn, ṽn)

)

=
1

2

∫

Γn

(
W (εnx+ yn)ũ2

n + V (εnx+ yn)ṽ2
n

)
+on(1),

where we used the strong convergence of (ũn, ṽn) and the fact that the Lebesgue’s
measure of the set R

N \ Γn goes to zero as n → ∞. Recalling the condition (H3)
we get (

1 − 1

2

)
‖(ũn, ṽn)‖2

x0
= on(1),

which contradicts (14).
Since (yn) ⊂ R

N is bounded we may suppose that yn → y. In order to verify
that y ∈ Λ we suppose, by contradiction, that y ∈ R

N \ Λ. Thus there exists r > 0
such that,

yn ∈ Br/2(y) ⊂ R
N \ Λ

for all n large enough. The same argument employed above provides a contradiction.
Hence, y ∈ Λ.

Claim 2. y ∈M .

It suffices to show that C(y) = C∗. Indeed, if this is the case, the property
(C0) stated in the introduction yields y ∈ M . Arguing by contradiction again, we
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suppose that C∗ < C(y). So, recalling that (ûn, v̂n) → (û, v̂) and using Fatous’s
lemma we get

C∗ < C(y) = Iy(û, v̂)

= lim inf
n→∞

[
1

2

∫ (
|∇ûn|2 + |∇v̂n|2 +W (εnx+ yn)û2

n + V (εnx+ yn)v̂2
n

)

−
∫

RN

Q(ûn, v̂n)

]

≤ lim inf
n→∞

Jεn
(tnun, tnvn) ≤ lim inf

n→∞
Jεn

(un, vn) = C∗,

which does not make sense. Thus, C(y) = C∗ and the proof is concluded.

3.3. Proof of Theorem 3.1. Following [11], we introduce the set

Σε := {(u, v) ∈ Nε : Jε(u, v) ≤ C∗ + h(ε)},
where h : R

+ → R
+ is such that h(ε) → 0 as ε → 0+. Given y ∈ M , we can use

Lemma 3.4 to conclude that h(ε) = |Jε(Φε(y)) − C∗| satisfies h(ε) → 0 as ε → 0+.
Thus, Φε(y) ∈ Σε and therefore Σε 6= ∅ for any ε > 0 small.

The proof of the next lemma can be done as in [14, Lemma 3.3] using Lemma
3.5 instead of [14, Lemma 3.1]. We omit the details.

Lemma 3.7. For any δ > 0 we have

lim
ε→0+

sup
u∈Σε

dist(βε(u, v),Mδ) = 0. (15)

We are now ready to obtain multiple solutions for the modified problem.

Proof of Theorem 3.1. Given δ > 0 such that Mδ ⊂ Λ, we can use (13), (15), Lemma
3.4 and argue as in [11, Section 6] to obtain εδ > 0 such that, for any ε ∈ (0, εδ),
the diagram

M
Φε−→ Σε

βε−→ Mδ

is well defined and βε ◦ Φε is homotopically equivalent to the embedding ι : M →
Mδ. It follows from Proposition 1, Lemma 3.3 and Theorem 3.2 that Jε restricted
to Nε possesses at least catMδ

(M) critical points (ui, vi). The same argument
employed in the proof of Proposition 1 shows that (ui, vi) is also a critical point of
the unconstrained functional and therefore a solution for the problem (Sε,a). The
theorem is proved.

4. Proof of Theorem 1.1. Once we have obtained multiple solutions for the
modified problem (Sε,a) the proof follows by using the same arguments employed
in [1, Theorem 1.1]. For the sake of completeness, we sketch them here.

For ε > 0, we define

mε := sup

{
max
∂Λε

|(uε, vε)| : (uε, vε) ∈ Nε is a solution for (Sε,a)

}
.

We claim that, for ε > 0 small, the number mε is finite. Indeed, suppose by
contradiction that for some sequence εn → 0+ we have that mε = ∞. So, there
exist b > 0 and a sequence (xn) ⊂ ∂Λεn

such that

min{uεn
(xn), vεn

(xn)} ≥ b > 0.

It follows from [1, Proposition 3.1] that

lim
n→∞

C(xn) = C∗,
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which contradicts the statement (C0) in the introduction. Hence, there exists ε > 0
such that mε <∞, for all ε ∈ (0, ε).

We claim that

lim
ε→0+

mε = 0. (16)

Indeed, if this is not the case, we can obtain b > 0 and a sequence εn → 0+ satisfying

mεn
≥ b > 0.

Hence, there exists a solution (uεn
, vεn

) ∈ Nεn
of the problem (Sεn,a) such that

b

2
= b− b

2
≤ mεn

− b

2
< max

∂Λε

|(uεn
, vεn

)|

and therefore we can obtain a sequence (xn) ⊂ ∂Λεn
, such that

min{uεn
(xn), vεn

(xn)} ≥ b

2
> 0.

The same argument employed before provides a contradiction.
Let δ > 0 such that Mδ ⊂ Λ. In view of Theorem 3.1 and (16) we can choose

εδ > 0 such that, for any ε ∈ (0, εδ), the problem (Sε,a) has at least catMδ
(M)

solutions and

mε <
a

2
.

If we denote by (uε, vε) one of these solutions, the above inequality and the calcu-
lations performed in [1, Section 4] show that

|(uε(εx), vε(εx))| ≤ a for each x ∈ R
N \ Λε.

Hence, it follows from Lemma 2.1 that (uε, vε) is a solution for the original system
(Sε).

By denoting u−ε = max{−uε, 0} and v−ε = max{−vε, 0} the negative part of uε

and vε, respectively, we can use (u−ε , v
−
ε ) as a test function in the weak formulation

of the system (Sε) to conclude that uε and vε are nonnegative functions. Combining
(Q5) with the maximum principle, it follows that both uε and vε are positive on
R

N and the proof of theorem is complete.
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