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Abstract
We consider the problem
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—Au+u= f(z,u) in Q, o = h(x)|ul?"“u on 01,

where © C RY is a smooth bounded domain, N > 3, 1 < ¢ < 2 and h belongs
to an appropriated Lebesgue space. In our main results we suppose that f is an
asymptotically linear function and we obtain multiplicity of solutions when the norm
of h is small. We also present a multiplicity result in the case that f is nonquadratic
at infinity.
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1 Introduction

In this paper we consider the problem

—Au+u = f(zr,u) in €,

P
(P) gz = h(z)|u|9"?u on 09,

where Q C R" is a smooth bounded domain, N > 3 and % is the outer normal
derivative. The function f : 2 x R — R is a Carathéodory function with
subcritical growth. More specifically, if we denote by ¢’ the Holder conjugate

of 0 > 1, we assume that f satisfies the following condition
(fo) there exist 2 < p < 2*, a; > 0 and a € L7(Q2) such that
|f(z,8)| < a|s|P~" +a(x), forae z€Q, scR,
where 2* := 2N/(N — 2) and 0, := (2*/p)’ .
Concerning the term on the boundary we assume that 1 < ¢ < 2 and
(ho) h € L?¢(09), where 2, :=2(N —1)/(N — 2) and o, := (2./q)".
We say that f is asymptotically linear if there exists a function £ such that

lim f(z,5) = k(z).

|s|—o00 S

In the Dirichlet case, it is well known (see [1-4]) that the existence of solution is
related with the interaction between the limit function k(z) and the spectrum
of the operator (—A + Id) in H}(€2). In our case, we consider the asymptotic
limit as a weight in the linear problem. So, we fix from now on r > N/2 and
introduce the eigenvalue problem

—Au+u = Me(z)u in §,

LP
(LP) @ =0 on 0f).
on

If the function k is positive on a set of positive measure, we can apply stan-
dard spectral theory to obtain a sequence of eigenvalues {\;(k)};en such that
Aj(k) = oo as j — oo.

In our first result we also suppose that f verifies



(f1) there exists Ky € L"(§2) such that

2F
lim 7(96’ )

1 5— = Ko(r), uniformly for a.e. x € Q,
s— S

(f2) there exists ko, € L"(2) such that

lim 7f(x, )

= ky(x), uniformly for a.e. x € Q.
§—00 S

If we denote by g*(z) := max{g(z),0} the positive part of a given function g,
we can state our first result as follows.

Theorem 1.1 Suppose (ho), (fo), (f1) and (f2) with A\ (k) < 1 < A (Kp).
Suppose also that koo (x) > 0 for a.e. z € Q and

(fo) there exist b € L™(Q) and c € L&V (Q) such that
|f(z,s)| < b(z)|s| +c(z), forae xzef s>0.

Then there exists m > 0 such that the problem (P) has two nonzero solutions
whenever 0 < ||h*||Loaa0) < m. Moreover, if 1 < q < 2, the two solutions are

positive on ).

In our next result we allow the function f to be superlinear at infinity. So,
we replace the condition (f3) by the the so called nonquadraticity condition
introduced by Costa and Magalhaes in [5], namely

(f3) there exists as > 1 such that

lim inf M

§—00 S

> as > 1, uniformly for a.e. x €

(NQ) the following hold
(i) there exist ag > 0 and v > 0 such that

F(z,s)

limsup ————= < a3, uniformly for a.e. x € Q.
s—00 s7

(ii) there exist ay > 0 and p > max{2,, N(y — 2)/2} such that

lim inf f(CL’,S)S _ 2F<J],S>

> a4, uniformly for a.e. x € §2;
S—00 gk

We shall prove the following multiplicity result.

Theorem 1.2 Suppose (ho), (fo), (f1) with \i(Ko) > 1, (f3) and (NQ). Then
the same conclusions of Theorem 1.1 hold.



We notice that \;(1) = 1, and therefore the condition (f3) is related with
the crossing of the first eigenvalue as s — oo. Moreover, as quoted in [5], the
condition (NQ)(i) is clearly valid for v = p but it may be true for small values
of .

We apply Critical Point Theory in the proof of our theorems. The main idea
is firstly obtain a solution u € W12(Q) with positive energy via the Mountain
Pass Theorem. Later, we use a minimizing argument to get another solution
with negative energy. The condition [|A™ || oa@) > 0 is used only to obtain
the second solution v = v;,. So we can obtain some existence results even in
the case h < 0 on 00 (see Remark 2.1). As a byproduct of the minimizing
argument, we also show that v, — 0 in Wh*(Q) as [|h"|fea) — 0 (see
Remark 2.2).

In Theorems 1.1 and 1.2 we look for non-negative solutions, in such way that
the behavior of f(z,s) for negative values of s is not important. In our next
results we consider again the asymptotically linear case, but we are not worried
with the sign of the solution. Hence we replace the condition (f2) by the
following one

(f2) there exists Ko € L7() such that

2F
ll‘im @ = Ko(z), uniformly for a.e. z € Q.
s|—00 S

We are interested now in the resonant case, namely \;(K) = 1 for some
7 € N. It is well known that, in this case, the associated functional does not
satisfy the usual compactness conditions. In order to overcome this difficult
we use a version of the nonquadraticity condition [5] (see also [6]). We assume
the following

(NQ) there exist Q9 € Q and d € L'() such that
(i) lim [f(z,s)s —2F(x,s)] = +oo uniformly for a.e. x € Q,

|s| =00

(i) [f(z,s)s —2F(x,s)] > d(z), for a.e. x € Q, s € R.

If we denote by |A| the Lebesgue measure of a measurable set A C RY, we
can state our resonant result in the following way:.

Theorem 1.3 Suppose (ho), h < 0 on 0, (fo) and (f2) with N(Kw) =1
for some j € N. Then there exists 0 < o < || such that, if (]@) holds with
Q0| > «, then the problem (P) possesses a solution. Moreover, if j = 1, the
number o can be taken equals to zero.

In the proof of the above theorem we apply the Saddle Point Theorem. The
restriction on the sign of h is of technical nature. However, we emphasize that



other results for problems with a negative parameter in the concave term can
be found in some previous works (see [7,8] and references therein).

As a byproduct of the calculations performed in the proof of Theorem 1.3,
we can also consider the complementary case A\ (K) > 1. In this setting, we
prove that the functional is coercive, and therefore we need no compactness
assumptions neither restrictions on the sign of h, as can be viewed in the next
result.

Theorem 1.4 Suppose (ho), (fo) and (f2) with A\ (K) > 1. Then the prob-
lem (P) possesses a solution.

We make now some comments on the motivation of our paper. Since we con-
sider a concave term, the starting point of our study is the celebrated paper
of Ambrosetti, Brezis and Cerami [9], where they considered the problem

—Au = Au|"%u+ |[u[Puin Q, u =0 on 99,

with 1 < ¢ < 2 and 2 < p < 2*. Among other results, they obtained the
existence of two positive solutions provided A > 0 is sufficiently small. After
this work, many authors have considered the effect of concave-convex terms
in Dirichlet problems. In 2004, Garcia-Azorero, Peral and Rossi [10] proved
analogous results for the nonlinear problem

Ou = AMu|?*u on 09,

on

—Au+u = |[ulP"u in Q,

Another paper which is closely related with ours is that of Li, Wu and Zhou
[11], where they studied the problem

—Au = h(z)|u|!u+ f(r,u) in Q, wu=0ondQ,
with 1 < ¢ <2, h € L*>®(Q) and [ satisfying

o J)

5§—00 S

where p; > 0 is the first eigenvalue of —A in H}(Q2). Under some other
assumptions on the function f they proved the existence of two non-negative
solutions for small values of ||h|| (). These results are recently extended for
the p-laplacian operator by de Paiva in [12].

In view of the connection of the papers [9,10], it is natural to ask if we can
obtain similar results to that of [11] for the problem (P). The main results
of our paper give a positive answer to this question. We emphasize that we
allow that the asymptotic limit of the ratio f(x,s)/s depends on x as well as
the function h(z) to be unbounded in 2. Notice that (1.1) clearly implies our



technical assumption (f) with b, ¢ € L**() (a similar condition has already
appeared in [12]). The ideas in dealing with asymptotical limits interacting
with weighted linear problems has already been used in other papers (see
[13,14,12] and references therein). Differently of the aforementioned works we
do not suppose that h is bounded. In order to overcome this difficult we
proceed as in [15] by making suitable applications of Hélder’s inequality.

We point out that Theorem 1.1 is closely related to [11, Theorems 1.1. and
1.2]. Our second result Theorem 1.2 complements (and is not comparable with)
the result of [11, Theorem 1.3]. It is worthwhile to mention that, although our
problem is different from that considered in [11], the arguments developed here
alow improvements in all the results of that paper. Moreover, differently of
the aforementioned works, we also consider here the resonant and the coercive
case. As a final comment, we notice that our approach enable us to obtain
some partial results even in the linear case ¢ = 2 (see Remarks 2.3 and 3.2).

In the next section we present the proof of our first two theorems. Section 3
is devoted to the proof of Theorems 1.3 and 1.4.

2 Two non-negative solutions

Throughout the paper we suppose that the functions f and h satisfy (fy) and
(ho). For save notation, we write only [, g and [y, g instead of [, g(z)dz and
Jo0 9(x)do, respectively, where do is the measure on the boundary. For any
1<t <o, |gl|: and|g]; denote the norms in L*(2) and L*(052), respectively.

We denote by H the Hilbert space W12(Q) endowed with the inner product
(u,v) ::/ (Vu-Vou+uv), for any u,v € H,
Q

and by || - || its associated norm .

Since we are firstly interested in positive solutions we assume that f(x,s) =0
for a.e. x € Q, s < 0. It follows from (fy), (ho) and standard arguments that
the nonnegative weak solutions of (P) are precisely the critical points of the
C'-functional

I(u) = ;/Q(|Vu\2 +u?) = [ F(eut) - ;/dﬂ h(z) (™), for any u € H.

We recall that [ satisfies the Palais-Smale condition at level ¢ € R ((PS). for
short) if any sequence (u,) C H such that I(u,) — ¢ and ||I'(u,)|[mr — O



contains a convergent subsequence. Here, ||I'(u)| g denotes the norm of the
Frechét derivative I'(u) in the dual space H'.

Lemma 2.1 Suppose f satisfies (fo) and (fs) with M (ks) < 1. Then the
functional I satisfy the (PS). condition for any c € R.

Proof. Let (u,) C H be such that I(u,) — ¢ and ||I'(u,)||zr — 0. Since f

has subcritical growth and ¢ < 2,, it suffices to show that (u,) has a bounded

subsequence. So we suppose, by contradiction, that |lu,| — oo and set v, :=
+
u?’l

[l

Since r > N/2, we can choose 2 < t < 2* such that

! + ! + L 1 (2.1)
root o 2% '
Up to a subsequence, we have that
v, — v weakly in H,
v, — v strongly in L*(), (2.2)

() = v(z), |va(x)| < Yy(z) for ae. z € Q,

for some non-negative function v € H and ¢, € L'((2).

The boundedness of (v,) and I'(u,) — 0 imply that

on(1) = M:@m%_@_ 1 /f(:r;,ui)(vn—v)
[ lunll e (2.3)
1 +)g—1 Vo — ‘

where 0,,(1) denotes a quantity approaching zero as n — oco. Holder’s inequal-
ity with exponents o,, 2,/(¢ — 1) and 2,, provide

1 _
ol o PN = 1= = o @l =
n TL
o— qlhlaql nI I _v|2* :On(1)7

= nH

and therefore, since 1 < ¢ < 2, we infer from (2.3) that

Up,Up — V) = L xu+ Up — U (@)
(vt =) = o [ S = 0) + 0a(1) (2.49)



It follows from (%) and Hélder’s inequality with exponents given in (2.1) that

1 / +
T, U —v </ Up||Un — V| + Uy, —
T @) (v z)|vnl[on —v| || nH ) |vn — 0|
< |[bll[[onll2 lon — vll: + T HHcl @y [lvn — vl
TL
:On(l)v

where we have used (2.2) and ||u,|| — oo in the last equality. This and (2.4)
imply that (v, v, —v) = 0,(1). Since ||v,|| = 1, we obtain v, - v € H \ {0}
strongly in H.

Let ¢ € H be fixed. For n large we have that

¢
lunl[| —

< (@) |vnl[d] + T e(z)|9|

o @.5)
< bapn(a)|] + e(x)ldl,

pmﬂm

with the right-hand side belonging to L*(€2). The first estimate in (2.5) implies
that f(x,u! (x))p(x)/||u,|| — 0 almost everywhere in the set {z € Q : v(z) =
0}. On the other hand, in the set {z € Q2 : v(z) > 0}, we can use (f2) and the
definition of v, to get

¢(x) _ flx,u,(z))

lunll (@)

S, uy (2))

Un(2)P(x) = koo(z)v()(X), as n — oco.

Thus, it follows from (2.5) and the Lebesgue Theorem that

Jim [ ,an” = [ kx(@)(@)(a)

Recalling that I'(u,)®/||u,|| — 0 and arguing as in the first part of the proof,
we conclude that the function v weakly solves the linear problem

—Av+ v =ky(x)v in .

Since v # 0 and koo(z)v(z) > 0 a.e. in , it follows from the Maximum
Principle (cf. [16, Theorem 8.19]) that v > 0 in Q. But this implies that
A (ko) = 1, which contradicts the hypothesis. This contradiction proves that
(u,) has a bounded subsequence and we have done. O

In the two results below we verify the geometric conditions for applying the
Mountain Pass Theorem.



Lemma 2.2 Suppose f satisfies (f1) with \\(Ky) > 1. Then there exists p > 0
and o > 0 such that I(u) > o > 0, for any uw € H with ||u| = p, provided
|h* | o, is small enough.

Proof. Given € > 0, the hypothesis (f;) provides § > 0 such that
F(z,s) < ;(Ko( ) +e)s?, forae x€Q 0<s<6.
By (fo), there exist ¢, o > 0 such that
F(z,s) < c1|sP + coa(x)|s]P, for a.e. z € Q, s > 0.
Hence, for some function a € L°7(£2), we have that
F(z,s) < ;(Ko(x) +¢)s® +a(x)|s|P, forae x€Q,s>0. (2.6)

This inequality, the variational characterization of A;(Kj), the Sobolev em-
beddings and Holder’s inequality provide

oIl =5 [ Koyt =5 [ = [[a@lap =2 [ no)ty

1 1 )
> —[1- - - a o P h+ [ q‘
> 5 (1 s — ) 10l =l P = 1,

| \/

I(u)

and therefore, for a small value of £ > 0, we get
I(u) > §HUH2—05 [ull” = cd BT 1o, Ilull?, (2.7)
where ¢4, ¢5 > 0 and v := (1 — 1/A\(Kp) —¢) > 0.

We now fix 0 < ¢ < 1/(2 — ¢) and notice that, if p := |hT|{ , the above
inequality implies that, for any u € H such that ||u|| = p, there holds

I(U)Z|h+|3—z (;_C5Ih+|(tj'(§) 2 C|h+|1+t(1 2))

Since p > 2 and 1+ t(q¢ — 2) > 0 we see that the expression into the brackets
above becomes positive whenever |h+|0q is small enough. This concludes the
proof. O

Lemma 2.3 Suppose that the conditions of Lemma 2.2 hold and let p > 0
be given by that lemma. If the function f also satisfies (fa) with Ai(kso) < 1,
then there exists e € H \ B,(0) such that I(e) < 0.

Proof. For any given € > 0 we can use (fo) and (f2) to obtain

F(x,8) > =(koo(x) —€)s® —d(x), forae x€Q,s>0,

N | —



for some function @ € L»(1Q2).

Let ¢1 := v1(ks) > 0 be the first eigenfunction associated to the linear
problem (LP) with weight k... The last inequality provides

t2 , t2
Iten) < 5 lleal* = 5

5 [ hel@) =g+l = [ n@)e

o

Since A1 (ko) Jo koo(x)p1 = [l01]|* and 1 < ¢ < 2, we obtain

I(upl) 1 a2
<3Nl = 5 [ (hele) = 06t + gl = [ b))

A\

1 1 )
—(1-— 1
<3 (1- 105 +e) Joul? + (1),

as t — oo. Since A\ (k) < 1, we can choose € > 0 small to conclude that

I(tpr)
t2

< 0.

lim sup
t—o0

It suffices now to take e := tp; with ¢ > 0 large enough. O

We are ready to prove our first result.

Proof of Theorem 1.1. In view of Lemma 2.1, there exits m > 0 such that
the conclusion of that lemma holds whenever |h*], < m. It follows from
Lemma 2.2, Lemma 2.3 and the Mountain Pass Theorem [17] that I possesses
a critical point u such that I(u) > a > 0.

In order to obtain the second solution we use a minimization argument. Let
p > 0 be given by Lemma 2.1 and consider (v,) C B,(0) such that

I(v,) = d = inf I < oo. (2.8)

Bp(0)

We have that v,, = v € B,(0) weakly in H. Moreover, since p < 2* and ¢ < 2,,
we can easily conclude that I(v) < lim inf7 (v,) — d and therefore I(v) = d.

We claim that d < 0. If this is true we infer from Lemma 2.2 that v € B,(0)
and therefore I'(v) = 0 and I(v) < 0.

In order to prove the claim we choose ¢ € H such that ; h(x)(¢™)?
Q

Arguing as in (2.6) we obtain

—_

F(z,s) > =(Ko(x) —€)s* — a(z)|s|’, forae z€Q,s>0,

10



with @ € L7(Q). Thus, for any ¢ > 0, we have that

t? t
1(0) < 5 (101 = [ (o(w) = )6 47 [[a)(e*y == [ nia)(o™)
Since g < 2 < p, we conclude that
h?igljp I(;l(b) == 99 A)(@7)" <0,

and therefore I(t¢) < 0 for ¢t > 0 sufficiently small. This implies that d < 0,
as claimed.

We shall verify that the solutions obtained are positive if 1 < ¢ < 2. Indeed,
for the first solution u we have that

/Q(Vquo + up) = /Qf(x,qu)go + /aQ h(z)(u™) e, for any ¢ € H.

Thus, we can take ¢ = u~ := max{—u,0} and recall that f(x,s) = 0 for
s < 0 to conclude that ||[u~|] = 0. Hence, u > 0 in Q and it follows from the
Maximum Principle that « > 0 in €. The argument for the second solution v
is analogous. O

We now consider the nonquadratic case given by condition (N@). In this new
setting we shall use a compactness condition weaker than Palais-Smale. So,
we recall that I satisfies the Cerami condition at level ¢ € R, ((Ce).. for short)
if any sequence (u,) C H such that I(u,) — ¢ and (1 + |Ju,||)|| L (wn)||r — 0
contains a convergent subsequence.

Lemma 2.4 If (NQ) holds then I satisfies the (Ce). condition at any level
ceR.

Proof. The proof follows the same lines of [5, Lemma 1]. We present it here
for the sake of completeness.

Let (u,) C H be such that I(u,) — ¢ € R and (1 + |Jun ||| I (un)||zr — 0. Tt
follows from (fy) and (NQ)(ii) that

als|t —a(x) < f(x,s)s — 2F(x,s), forae xe€Q, s>0,

for some ¢; > 0 and @ € L°(2). Since we may suppose that 2, < p < 2%
Holder’s inequality implies that

2, < Cof|un]|

q
/_L7

[ @) ) < 1l

11



with ¢y > 0. The two above inequalities and 1 < ¢ < 2 imply that

21 (uy,) — I'(up)u, = /Q (f(x,u,f)u:[ — 2F(x,uf{)) + (q ; 2) /as) h(z)(u!)9

> a1 |[unll, — llall — esllunllf,

with ¢3 > 0. Recalling that u > 2, > 2 > ¢, we conclude that (u,) is bounded
in L*(92).

On the other hand, using (NQ)(i) we obtain ¢4 > 0 and a € L (Q2) such that
F(z,s) < s +a(x), forae xzeQ,s>0.

This, I(u,) — ¢, interpolation and Holder’s inequality, the Sobolev embedding
and the boundedness of (u,) in L*(§2) provide

1 B 1

llenl” < e+ 0u(1) + eallunlly + Jll + /m h(z) ()"
< 5+ ca fJunl 2l 3+ col il ol (2.9)
< ¢5 + crl|un || + col bl o, || un |7,

with ¢, ¢g, ¢z > 0 and t € [0, 1] satisfying

11—t ¢

v oo 20

Since p > N (v —2)/2, a straightforward calculation shows that vt < 2. Hence
(uy) is bounded in H and the result follows. O

We are now ready to prove our second theorem.

Proof of Theorem 1.2. Arguing as in the proof of Theorem 1.1 we obtain p > 0
and a > 0 such that I(u) > o > 0, for any v € H with |[u|]| = p, provided
|h* |4, is small enough.

For any £ > 0 we can use (f3) and (fy) to obtain
1 9
F(z,s) > 5((12 —¢)s* —a(x), forae ze€Q,s>0,
with ay > 1 and a € L»(Q2). Thus, for any ¢ > 0, we have that

t? .t
1) < 19101 = a2 +¢) + [l - q/m h(x).

12



Choosing ¢ > 0 small and using 1 < g < 2, ay > 1, we obtain

I(t)

lim sup e < 0.

t—o00

Hence, if we denote by e the constant function e(x) = ¢ with ¢ > 0 large
enough, we have that I(e) < 0 and |le|| > p.

It follows from Lemma 2.4, the above considerations and the Mountain Pass
Theorem that I possesses a nonzero critical point u € H such that I(u) >
a > 0. The second solution can be obtained by minimization as done in the
proof of Theorem 1.1. If 1 < ¢ < 2, we can argue as before to conclude that
the solutions are positive in 2. The theorem is proved. O

Remark 2.1 In the proof of Theorems 1.1 and 1.2, the condition |h* |4, > 0
was used only to show that the infimum given in (2.8) is negative. However, if
h <0 on 02, we can proceed as above and obtain one nontrivial solution for
the problem. Indeed, it suffices to notice that, in this case, we can argue as in
the first part of the proof of Lemma 2.2 to obtain

1 1 2
_[ > - 1 - - - a o P
02 5 (1= 5 — ) 1P =l

where we have used that h(zx)(ut)? < 0 on IQ. Since p > 2, the above equation
implies that the origin is a local minimum for I. Thus, we can proceed as before
to obtain a solution u € H such that I(u) > 0.

Remark 2.2 As in [15], we can study the asymptotic behavior of the second
solution v = vy, obtained in Theorems 1.1 and 1.2. Indeed, notice that it sat-
isfies v, € B,(0), with p = |h™|;, given by Lemma 2.2. Thus, we have that
v, =0 as|ht],, — 0.

Remark 2.3 Finally, we should point out some further results on the case
q = 2. So, we suppose that is the case and assume that the conditions of
Theorem 1.1 hold. The proof of Lemma 2.1 can be done in the same way. In
Lemma 2.2, the expression (2.7) becomes

v
1) < (5 = edh* 1o, ) lull* = csllul

and therefore the lemma holds for small values of |ht|,,. Also, Lemma 2.3 is
true if we additionally suppose that h > 0 on 0L, since in this case we have

that L) )
to1 1 2 ~
12 9 Q(koo(x) —€)pi + tEH@HL

Thus, we can use the Mountain Pass Theorem to obtain a positive solution
with positive energy.

1 2
<5 lleall” =

13



Concerning Theorem 1.2 in the case q = 2, it suffices to notice that expression
(2.9) becomes

1
(5 = el ) el < s + ol

Thus, we can proceed as above to obtain a positive solution if we additionally
suppose that |h|q, s small.

3 The resonant and coercive cases

In this section we prove Theorems 1.3 and 1.4. Since we are not looking for
signed solutions, we consider from now on the functional I defined as

1

I(u) = ;/Q(|Vu]2+u2) —/QF(;E,U) —q/as2 h(z)[ulf.

We start by showing that the local nonquadraticity condition (NZ)) is suffices
to get compactness, provided the function h is non-positive.

Lemma 3.1 Suppose [ satisfies (};) and h < 0 on 02. Then there exists
0 < a < |Q| such that, if (NQ) holds with |Q| > «, then I satisfies (Ce),. for
any c € R.

Proof. Let (u,) C H be such that I(u,) — ¢ € R and (1+ |Ju|) |1 (wn)||z —
0. As in Lemma 2.1, it suffices to verify that (u,) has a bounded subsequence.

If we set G(z,s) = f(z,s)s — 2F(z, s) we can use (NQ) and h < 0 to obtain

(G(x, ) + ; 2) h(a:)|un|q>

liminf | G(z,u,) < lim inf

= lim inf (21 (up,) — I'(up)uy,) = 2c.
On the other hand, given e > 0, it follows from (f;) and (fy) that
1 9 1 9
§(Koo(a:) —¢e)s® —a(x) < F(x,s) < §(Koo($) +¢e)s” +a(x), (3.2)

for a.e. z € Q, s € R and some a € L (Q2). This and 27 (u,,) — 2c¢ imply that

2
Juall < | Keclyst o [ = [ hGa)llual? + e+ on(1), (33
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with ¢; = 2¢ + 2||aly. If we set v, = HunH we may suppose that, up to a
Up,
subsequence,

v, — v weakly in H,
v, — v strongly in L*(Q) and LY(2), (3.4)

() = v(z), |va(z)| < Yy(x) for ae. x € Q,

for some v € H and ¢, € L'(Q), where t > 1 satisfies (2.1).

If we divide (3.3) by ||u.||* and use Holder’s inequality and the trace Sobolev
embedding we get

13/Koo(x)vg+g/ V2 + e Bl g, [t ]2 + 00 (1). (3.5)
Q Q
Notice that

< N Koollol|vn = vllel|vn — v

2%,

IRSEICEEY

and therefore we infer from (3.4) that / Koo(2)v? — / Koo(z)v? as n — oo.
Q Q

Hence, we can use 1 < g < 2 and take the limit as n — 0o, £ — 0 in (3.5) to
obtain

1< /Q Koo (2)0%. (3.6)

At this point we claim that, if [Q\ ] is small, there exists Q C Qp with
positive measure such that v(x) # 0 for a.e. z € Q. Hence |u,(z)| — oo for
a.e. x € 2 and we can use h <0, (NQ) and Fatou’s lemma to obtain

2¢c > liminf/ G(z,u,) > / liminf G(z, u,) = oo,
Q Q

which contradicts (3.1). Thus, the sequence (u,) is bounded and the lemma
is proved.

In order to prove the claim we denote S := inf{||u||? : v € H, |lul]z- = 1}, fix
to > 1 such that

1+ 1 n 1
r 2*/2 t()

s \"
= Q] — .
«=9 (HKOOHJ =0

Arguing by contradiction we suppose that v(z) = 0 for a.e. z € y. The

=1

and set

15



expression (3.6), Holder’s inequality and the definition of S provide

1 1 1
1< Koo(2)0? < [ Kool zr@\00) 0113 12\ Q[0 < §||Koo||r|Q\Qo|t° <1,

—Ja\Q

2
2%

whenever || > a. This contradiction concludes the proof. O

Remark 3.1 If \{(K.) = 1 the above result holds with o = 0, that is, the
condition (NQ) with no restriction on the (positive) measure of g is suffices
to get compactness. Indeed, in this case it follows from (3.6) that

1< /QKOO(Q;)UQ - Al(Koo)/QKoo(:v)UQ <2 =1,

and therefore v is an eigenfunction associated to the the first eigenvalue.
Hence, v has constant sign in € and we can take 2 = Qq to obtain the desired
contradiction.

We are ready to prove our main results on the resonant case.

Proof of Theorem 1.3. We first consider the case of resonance at higher eigen-
values, namely 7 = m+ 1, for some m € N. Without loss of generality we may
suppose that A, (Ks) < 1.

Let 0 < a < |€] be given by the previous lemma and suppose that |Qg] > a.
Considering ¢; := ¢;(K) the i-th eigenfunction of the linear problem (LP)
with weight K, we set

V :=span{¢y,...,om}, W:=V>,

With this definition we have that H = V@& W and we claim that the functional
I satisfies the following

(i) I(u) = —o0 as ||u|| = oo, u € V;
(i) there exists 8 € R such that I(u) > g for all u € W.

Assuming the above statements and recalling that I satisfies the (Ce). con-
dition at any level ¢ € R, we may invoke the Saddle Point Theorem [17] (see
also [18,19]) to obtain a critical point of I.

It remains to prove (i) and (ii). We first notice that the variational character-
ization of \,,(K) provides

ull” < An(K) | Kaolw)u® < [ Kao(a)u?, for any ue v\ {0},
Q Q
Since V is finite dimensional, we obtain § > 0 such that

lull> — /QKoo(x)u2 < =6 ||ul|*, for any u e V.

16



Thus, given € > 0, we can use the first inequality in (3.2), Holder’s inequality
and the Sobolev embedding to obtain

1

1 2 9 1
I(w) < = ——/Koo 27/ 2 A——/h a
) 3= f Relon e [Juf i = [ ponr
1 ) .
< 5(=0+¢) lull® + [[ally + il bl o, ||,

with ¢; > 0. Since 1 < ¢ < 2, we can choose ¢ = §/2 to conclude that
statement (i) holds.

We shall verify (ii). By the variational characterization of A\, 11(K) = 1, we
get

Jul|? > )\m+1(Koo)/QKoo(x)u2 = /QKoo(x)UQ, for any u € W.

Recalling that h < 0, we obtain

1) = 5 (Il = [ Kul)e?) = [ (Floaw = 5Rut)a) = [ niauf

> —/Q (F(x,u) — ;Koo(x)uz) :

Arguing as in [6, Lemma 3.5] (see also [5]) we can use (NQ) to prove that

1 d
Fle,s) - ()st < =22,
2 2
for a.e. x € (), s € R. Hence,
el
I(u) > 5 =3, forany u e W,

and the theorem is proved in the first case.

We now suppose that Ay (K ) = 1. It follows from (NQ) and Remark 3.1 that
I satisfies the Cerami condition at any level. Moreover, the same argument
employed in the first part of the proof shows that [ is bounded from below.
Thus, standard arguments imply that the infimum of [ is attained at a critical
point v € H. This concludes the proof of the theorem. O

Proof of Theorem 1.4. Given £ > 0 small we can use the second inequality in
(3.2), the variational characterization of A\;(K) and Holder’s inequality to
obtain

1 1
I(uw) > = 1= ——— —¢ | ||[ul|* = ||alls — ailhl o, |||
0> 5 (1= 5ggey =) TP =l = el -

v ~
§HHH2 — llally = clhl o, [[ull,

17



with v = (1 — 1/A(Ky) —€) > 0. Since 1 < ¢ < 2 we conclude that I(u) —
+00 as ||u|| — +o0, that is, I is coercive on H. Arguing as in the second part
of the proof of Theorem 1.3 we obtain a critical point of I. O

Remark 3.2 As in the previous section, we can obtain some results in the
case ¢ = 2. We first show that Theorem 1.3 holds if ¢ = 2 and |h|,, is small.
Indeed, first notice that the proof of Lemma 3.1 holds in this new setting. In
the case of resonance at higher eigenvalues expression (3.7) becomes

I(u) < S(=0+e+alhlo)ul*+ lal,

DN | —

and therefore the statement (i) of the proof of Theorem 1.3 is true if |h|y, 1S
small enough. The rest of the proof follows as before.

Concerning Theorem 1.4, the expression (3.8) becomes

v ~
() < (5 = el ) ul* =l

and therefore the theorem also holds if ¢ = 2 and |h| 4, s small.
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