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#### Abstract

Existence and multiplicity of solutions are established, via the Variational Method, for a class of resonant semilinear elliptic system in $\mathbb{R}^{N}$ under a local nonquadraticity condition at infinity. The main goal is to consider systems with coupling where one of the potentials does not satisfy any coercivity condition. The existence of solution is proved under a critical growth condition on the nonlinearity.
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## 1. INTRODUCTION

This paper is concerned with the existence and multiplicity of solutions for the system
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$$
\begin{cases}-\Delta u+a(x) u=F_{u}(x, u, v), & x \in \mathbb{R}^{N}  \tag{P}\\ -\Delta v+b(x) v=F_{v}(x, u, v), & x \in \mathbb{R}^{N}\end{cases}
$$

where $N \geq 3$ and the potentials $a$ and $b$ are positive continuous functions. In the scalar case Rabinowitz ${ }^{[23]}$ showed the existence of a nontrivial solution by assuming that the nonlinearity is superlinear with subcritical growth and the potential is coercive. In Ref. [3] Bartsch \& Wang consider the scalar case under assumptions similar to those in Ref. [23] and a condition weaker than coercivity for the potential. Proving that the associated functional satisfies the Palais-Smale condition they were able to establish existence and multiplicity of solutions. We should also mention the articles ${ }^{[27,28,4,8,16,19]}$ where the scalar case is considered.

We observe that there exists an extensive bibliography in the study of elliptic systems on bounded domains (see Refs. [17,10,14,9] and references therein). In particular, we should mention the articles ${ }^{[7,25]}$ where a condition on $F$ similar to the one used here is assumed. For systems in $\mathbb{R}^{N}$ we refer the interested reader to the articles ${ }^{[11,2,12]}$ where Hamiltonean elliptic systems are considered. In the case of gradient systems in $\mathbb{R}^{N}$, Costa ${ }^{[5]}$ proves the existence of a nonzero solution for $(P)$ under the coercivity of the potentials $a$ and $b$, and a nonquadratic condition on $F$. One of the main goals of this article is to consider $(P)$ in a class of resonant systems that allow us dealing with it without any coercivity condition on one of the potentials. More specifically, we suppose
$\left(A_{1}\right)$ there are constants $a_{0}, b_{0}>0$ such that $a(x) \geq a_{0}, b(x) \geq b_{0}$ for all $x \in \mathbb{R}^{N}$,
$\left(A_{2}\right)$ for every $M>0$

$$
\mu\left(\left\{x \in \mathbb{R}^{N}: b(x) \leq M\right\}\right)<\infty
$$

with $\mu$ denoting the Lebesgue measure in $\mathbb{R}^{N}$.
We observe that condition $\left(A_{2}\right)$ was introduced by Bartsch \& Wang ${ }^{[3]}$ for the scalar case. To compensate the lack of coercivity on the potential $a$ we suppose that the system is coupled in the following sense
( $F_{1}$ ) $\lim _{|z| \rightarrow \infty} \frac{F(x, z)-\lambda_{k} u v}{|z|^{2}}=0, \quad$ uniformly for a.e. $x \in \mathbb{R}^{N}$,
where $\lambda_{k}$ is a positive eigenvalue for the associated coupled linear problem

$$
\left\{\begin{align*}
&-\Delta u+a(x) u=\lambda v,  \tag{LP}\\
&-\Delta v \in \mathbb{R}^{N} \\
&-\Delta v+b(x) v=\lambda u, \\
& x \in \mathbb{R}^{N} .
\end{align*}\right.
$$

In our first result we establish the existence of a solution for the system $(P)$ by verifying that the associated functional satisfies the hypothesis of a version of the Saddle Point Theorem ${ }^{[21]}$ characterized by the fact that it requires a compactness condition with respect to the weak topology of the space. This fact allows us to deal with a nonlinearity satisfying the critical growth condition.

Considering $2^{*}=(2 N) /(N-2)$ the critical Sobolev exponent and denoting by $\nabla F(x, z)$ the gradient of $F$ with respect to the variable $z \in \mathbb{R}^{2}$, we assume
$\left(F_{2}\right) \quad F \in C^{1}\left(\mathbb{R}^{N} \times \mathbb{R}^{2}, \mathbb{R}\right)$,
$\left(F_{3}\right)$ there are constants $c_{1}, c_{2}>0$ and $2 \leq \sigma \leq 2^{*}$ such that

$$
|\nabla F(x, z)| \leq c_{1}|z|^{\sigma-1}+c_{2}|z|, \quad \forall(x, z) \in \mathbb{R}^{N} \times \mathbb{R}^{2}
$$

$\left(F_{4}\right)$ there are constants $c_{3}, c_{4}>0$ and $\beta \in L^{\infty}\left(\mathbb{R}^{N}\right)$ such that

$$
|F(x, z)| \leq c_{3}|u||v|+c_{4}|v|^{2}+\frac{\beta(x)}{2}|u|^{2}, \quad \forall(x, z) \in \mathbb{R}^{N} \times \mathbb{R}^{2},
$$

where $\beta$ satisfies

$$
\limsup _{|x| \rightarrow \infty} \beta(x)=\beta_{\infty}<a_{0}
$$

In order to establish the existence of a solution for $(P)$, based on a previous work, ${ }^{[13]}$ we assume a local nonquadraticity condition on $F$ : given $\gamma>0$ we set

$$
\Omega_{\gamma}=\left\{x \in \mathbb{R}^{N}: b(x)<\frac{\gamma}{a_{0}} \lambda_{k}^{2}\right\}
$$

and suppose
$(N Q)$ there exists $\gamma>\left(a_{0} /\left(a_{0}-\beta_{\infty}\right)\right)^{2}$ and $A \in L^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{cases}\lim _{\substack{|x| \rightarrow \infty \\|v| \rightarrow \infty}} \nabla F(x, z) \cdot z-2 F(x, z)=\infty, & \text { a.e. } x \in \Omega_{\gamma} \\ \nabla F(x, z) \cdot z-2 F(x, z) \geq A(x), & \forall(x, z) \in \mathbb{R}^{N} \times \mathbb{R}^{2},\end{cases}
$$

where $a \cdot b$ denotes the usual inner product between $a, b \in \mathbb{R}^{2}$. The reader should be aware that $\Omega_{\gamma}$, for this choice of $\gamma$, is a nonempty open subset of $\mathbb{R}^{N}$ (see Remark 3.3). Now we may state a result on the existence of solution.

Theorem 1.1. Suppose $\left(A_{1}\right)$ and $\left(A_{2}\right)$ hold. If $F$ satisfies $\left(F_{1}\right)-\left(F_{4}\right)$ and $(N Q)$, then problem $(P)$ possesses a solution.

In our next result we study the existence of a nontrivial solution for the system $(P)$ when $F(x, 0) \equiv \nabla F(x, 0) \equiv 0$ and $F$ satisfies
$\left(\widehat{F_{2}}\right) \quad F \in C^{2}\left(\mathbb{R}^{N} \times \mathbb{R}^{2}, \mathbb{R}\right)$,
$\left(\widehat{F_{3}}\right)$ there are constants $c_{1}, c_{2}>0$ and $2 \leq \sigma<2^{*}$ such that
$\left|D^{2} F(x, z)\right| \leq c_{1}|z|^{\sigma-2}+c_{2}, \quad \forall(x, z) \in \mathbb{R}^{N} \times \mathbb{R}^{2}$,
$\left(\widehat{F_{4}}\right)$ there are constants $c_{3}, c_{4}, p, q>0$ with $2 p+2^{*} q \geq 2\left(2^{*}-1\right)$ and $p+q<2^{*}-1$ and $\beta \in L^{\infty}\left(\mathbb{R}^{N}\right)$ such that
$\left|F_{u}(x, z)\right| \leq c_{3}|u|^{p}|v|^{q}+c_{4}|v|+\beta(x)|u|, \quad \forall(x, z) \in \mathbb{R}^{N} \times \mathbb{R}^{2}$,
where $\beta$ satisfies

$$
\limsup _{|x| \rightarrow \infty} \beta(x)=\beta_{\infty}<a_{0}
$$

$\left(F_{5}\right) D^{2} F(x, 0) \equiv D^{2} F(0)$ and we have either
(i) $\quad F_{u u}(0), F_{v v}(0) \geq 0 \quad$ and $\quad \lambda_{k}<F_{u v}(0)+\sqrt{F_{u u}(0) F_{v v}(0)}$,
or
(ii) $\quad F_{u u}(0), F_{v v}(0)<0, F_{u v}(0)>-\lambda_{1}$ and

$$
\lambda_{k-1}>F_{u v}(0)-\sqrt{F_{u u}(0) F_{v v}(0)} .
$$

Under these conditions we are able to prove
Theorem 1.2. Suppose $\left(A_{1}\right)$ and $\left(A_{2}\right)$ hold. If $F$ satisfies $\left(F_{1}\right),\left(\widehat{F}_{2}\right)-\left(\widehat{F}_{4}\right),\left(F_{5}\right)$, $(N Q)$ and $F(x, 0) \equiv \nabla F(x, 0) \equiv 0$, then problem $(P)$ possesses a nonzero solution.

Our final task is to verify the existence of multiple solutions for $(P)$ under the assumption that the primitive is even with respect to the variable $z$. In order to obtain such result we apply a version of the Symmetric Mountain Pass Theorem of Ambrosetti-Rabinowitz. ${ }^{[1,22]}$ Since we need a compactness condition with respect to the norm topology we assume $\left(F_{3}\right)$ with $\sigma<2^{*}$ and
$\left(\widehat{F}_{5}\right) \quad F(x, z)-\frac{1}{2} A z \cdot z=o\left(|z|^{2}\right), \quad$ as $|z| \rightarrow 0$,
where $A=\left[\begin{array}{ll}\mu_{1} & \mu_{2} \\ \mu_{2} & \mu_{3}\end{array}\right]$ is a symmetric matrix such that $\mu_{1}, \mu_{3}<0, \mu_{2}>-\lambda_{1}$
and

$$
\mu_{2}-\sqrt{\mu_{1} \mu_{3}}<\lambda_{j}<\lambda_{k}
$$

$\left(F_{6}\right) \quad F(x, z)$ is even with respect to the variable $z \in \mathbb{R}^{2}$.
Now, we may state
Theorem 1.3. Suppose $\left(A_{1}\right)$ and $\left(A_{2}\right)$ hold. If $F$ satisfies $F(x, 0) \equiv 0,\left(F_{1}\right)$, $\left(F_{2}\right),\left(F_{3}\right)$ with $\sigma<2^{*},\left(\widehat{F}_{4}\right),\left(\widehat{F}_{5}\right),\left(F_{6}\right)$ and $(N Q)$, then problem $(P)$ possesses $k-j$ pairs of nonzero solutions.

As in Ref. [23], Theorems 1.1-1.3 will be proved by finding critical points for the associated functional defined on an appropriated Hilbert space. In Section 2, we state the abstract results that we need to prove our main theorems. There we also obtain the variational characterization of the eigenvalues of the coupled linear system $(L P)$. In Section 3 we prove Theorem 1.1 and in Section 4 we present the proof of Theorem 1.2. Finally, in Section 5, we prove Theorem 1.3.

## 2. PRELIMINARIES

In this section we present some abstract results that will be used in the proofs of Theorems 1.1-1.3. We also study the linear problem associated to $(P)$.

Let $E$ be a real Hilbert space and $I: E \rightarrow \mathbb{R}$ a functional of class $C^{1}$. We recall that a sequence $\left(z_{n}\right) \subset E$ is said to be a Palais-Smale sequence if $I\left(z_{n}\right) \rightarrow c$ and $I^{\prime}\left(z_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. As it is well known, minimax theorems are based on the existence of a linking structure and on deformation results. In general, in order to derive such deformation results, the functional must satisfy a compactness condition. In this article, we deal with a condition introduced by Silva in Ref. [26] and defined bellow.

Definition 2.1. The functional $I \in C^{1}(E, \mathbb{R})$ satisfies the strong Cerami condition $[(\mathrm{SCe})]$ if any Palais-Smale sequence $\left(z_{n}\right) \subset E$ such that $\left\|z_{n}\right\|\left\|I^{\prime}\left(z_{n}\right)\right\|$ is bounded possesses a convergent subsequence.

To establish the existence of a critical point for the functional we only need a version of the ( SCe ) condition for the weak topology.

Definition 2.2. The functional $I \in C^{1}(E, \mathbb{R})$ satisfies the strong Cerami condition for the weak topology [(SCe)'] if any Palais-Smale sequence $\left(z_{n}\right) \subset E$ such that $\left\|z_{n}\right\|\left\|I^{\prime}\left(z_{n}\right)\right\|$ is bounded possesses a subsequence which converges weakly to a critical point of $I$.

Assuming the above condition, we have the following version of the abstract results in Refs. [24,26].

Theorem 2.3. Let $E=V \oplus W$ be a real Hilbert space with $V$ finite dimensional and $W=V^{\perp}$. Suppose $I \in C^{1}(E, \mathbb{R})$ satisfies $(S C e)$ ' and
$\left(I_{1}\right)$ there exists $\beta \in \mathbb{R}$ such that $I(z) \leq \beta$, for all $z$ in $V$,
$\left(I_{2}\right)$ there exists $\gamma \in \mathbb{R}$ such that $I(z) \geq \gamma$, for all $z$ in $W$.
Then I possesses a critical point.
Proof. Arguing by contradiction, suppose that $I$ does not have a critical point. Then, $I$ satisfies (SCe). Indeed, in this case we do not have any Palais-Smale sequence $\left(z_{n}\right) \subset E$ such that $\left\|z_{n}\right\|\left\|I^{\prime}\left(z_{n}\right)\right\|$ is bounded because, otherwise, $I$ would have a critical point since it satisfies (SCe)'. Invoking Theorem 2.13 in Ref. [26], we obtain a critical point for $I$. This concludes the proof of the theorem.

For the proof of Theorem 1.2 we apply the following version of the Lazer-Solimini's theorem ${ }^{[18]}$ proved in Ref. [13] (see also Ref. [20] for a related result).

Theorem 2.4. Let $E=V \oplus W$ be a real Hilbert space with $V$ finite dimensional and $W=V^{\perp}$. Suppose $I \in C^{1}(E, \mathbb{R})$ satisfies $(S C e),\left(I_{1}\right),\left(I_{2}\right)$ and
$\left(I_{3}\right)$ the origin is a critical point of $I, D^{2} I(0)$ is a Fredholm operator and either $\operatorname{dim} V<m(I, 0)$ or $\bar{m}(I, 0)<\operatorname{dim} V$.

Then I possesses a nonzero critical point.
Here, $m(I, z)[\bar{m}(I, z)]$ denotes the Morse index [augmented Morse index] of the functional $I$ at the point $z$.

Theorem 1.3 will be proved by applying the following version of the symmetric Mountain Pass Theorem. ${ }^{[24]}$

Theorem 2.5. Let $E=V \oplus W$ be a real Hilbert space with $V$ finite dimensional and $W=V^{\perp}$. Suppose $I \in C^{1}(E, \mathbb{R})$ is even and satisfies $I(0)=0$, (SCe) and
$\left(I_{4}\right) \quad$ there exists a finite dimensional closed subspace $\widehat{V}$ of $E$ and $\beta \in \mathbb{R}$ such that $\widehat{V} \supset V$ and $I(z) \leq \beta$, for all $z$ in $\widehat{V}$,
( $I_{5}$ ) there exists $\rho>0$ such that $I(z) \geq 0$, for all $z$ in $B_{\rho}(0) \cap W$.
Then I possesses $\operatorname{dim} \widehat{V}-\operatorname{dim} V$ pairs of nontrivial critical points.
Actually, in Ref. [24], Theorem 2.5 is stated for the Palais-Smale condition. The version of the ( SCe ) condition is based on a deformation lemma proved in Ref. [26].

For applying the abstract results we set $E=E_{a} \times E_{b}$ where

$$
E_{a}=\left\{u \in W^{1,2}\left(\mathbb{R}^{N}, \mathbb{R}\right): \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+a(x) u^{2}\right) d x<\infty\right\}
$$

and

$$
E_{b}=\left\{v \in W^{1,2}\left(\mathbb{R}^{N}, \mathbb{R}\right): \int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+b(x) v^{2}\right) d x<\infty\right\}
$$

endowed with the inner product

$$
\langle(u, v),(\phi, \psi)\rangle=\int_{\mathbb{R}^{N}}(\nabla u \nabla \phi+\nabla v \nabla \psi+a(x) u \phi+b(x) v \psi) d x
$$

and associated norm given by

$$
\begin{equation*}
\|z\|^{2}=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|\nabla v|^{2}+a(x) u^{2}+b(x) v^{2}\right) d x, \quad \forall z=(u, v) \in E . \tag{2.1}
\end{equation*}
$$

For $z \in E$ the functional

$$
\begin{equation*}
I(z)=\frac{1}{2}\|z\|^{2}-\int_{\mathbb{R}^{N}} F(x, z) d x \tag{2.2}
\end{equation*}
$$

is well defined and of class $C^{1}$ via $\left(F_{2}\right)$ and $\left(F_{3}\right)$. Moreover the critical points of $I$ are precisely the weak solutions of the system $(P)$.

The conditions $\left(A_{1}\right),\left(A_{2}\right)$ and the Sobolev Theorem imply that the immersion $E \hookrightarrow L^{s}\left(\mathbb{R}^{N}, \mathbb{R}\right) \times L^{s}\left(\mathbb{R}^{N}, \mathbb{R}\right)$ is continuous for $2 \leq s \leq 2^{*}$. In Ref. [3] it is proved that, in fact, the embedding $E_{b} \hookrightarrow \bar{L}^{s}\left(\mathbb{R}^{N}, \mathbb{R}\right)$ is compact for $2 \leq s<2^{*}$. It is worthwhile mentioning that in our problem the embedding $E \hookrightarrow L^{s}\left(\mathbb{R}^{N}, \mathbb{R}\right) \times L^{s}\left(\mathbb{R}^{N}, \mathbb{R}\right)$ may not be compact. This fact is compensated by the coupling of the system.

For the sake of completeness we prove a proposition that generalizes for the system $(P)$ a well known fact for the scalar case.

Proposition 2.6. Suppose $F$ satisfies $\left(F_{2}\right)-\left(F_{3}\right)$. Then every bounded sequence $\left(z_{n}\right) \subset E$ such that $I^{\prime}\left(z_{n}\right) \rightarrow 0$ possesses a subsequence which converges weakly to a critical point of $I$.

Proof. Let $\left(z_{n}\right) \subset E$ be a bounded sequence such that $I^{\prime}\left(z_{n}\right) \rightarrow 0$. We may assume that

$$
\begin{cases}z_{n} \rightharpoonup z & \text { in } E,  \tag{2.3}\\ z_{n}(x) \rightarrow z(x), & \text { a.e. } x \in \mathbb{R}^{N}\end{cases}
$$

It suffices to show that, for every $w \in E$, we have

$$
\int_{\mathbb{R}^{N}} \nabla F\left(x, z_{n}\right) \cdot w d x \rightarrow \int_{\mathbb{R}^{N}} \nabla F(x, z) \cdot w d x
$$

Given $\varepsilon>0$ we set $\Omega^{R}=\mathbb{R}^{N} \backslash B_{R}(0)$, for $R>0$, and use $\left(F_{3}\right)$ and Holder's inequality to obtain

$$
\begin{aligned}
\int_{\Omega^{R}}\left|\nabla F\left(x, z_{n}\right) \cdot w\right| d x & \leq c_{1} \int_{\Omega^{R}}\left|z_{n}\right|^{2^{*}-1}|w| d x+c_{2} \int_{\Omega^{R}}\left|z_{n}\right||w| d x \\
& \leq c_{1}\left\|z_{n}\right\|_{L^{2^{*}}}^{2^{*}-1}\|w\|_{L^{2^{*}}\left(\Omega^{R}\right)}+c_{2}\left\|z_{n}\right\|_{L^{2}}\|w\|_{L^{2}\left(\Omega^{R}\right)}
\end{aligned}
$$

Since $\left(z_{n}\right)$ is bounded and $w \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{2^{*}}\left(\mathbb{R}^{N}\right)$, we obtain

$$
\begin{equation*}
\int_{\Omega^{R}}\left|\nabla F\left(x, z_{n}\right) \cdot w\right| d x<\frac{\varepsilon}{3} \tag{2.4}
\end{equation*}
$$

for $R$ sufficiently large. Taking $R$ larger if necessary, we may suppose that

$$
\begin{equation*}
\int_{\Omega^{R}}|\nabla F(x, z) \cdot w| d x<\frac{\varepsilon}{3} . \tag{2.5}
\end{equation*}
$$

On other hand, by (2.3), $\left(F_{3}\right)$ and the Lebesgue Convergence Theorem, there exists $n_{0} \in N$ such that

$$
\int_{B_{R}(0)}\left|\nabla F\left(x, z_{n}\right) \cdot w-\nabla F(x, z) \cdot w\right|<\frac{\varepsilon}{3}, \quad \forall n \geq n_{0}
$$

The above estimate, (2.4) and (2.5) show that

$$
\int_{\mathbb{R}^{N}}\left|\nabla F\left(x, z_{n}\right) \cdot w-\nabla F(x, z) \cdot w\right| d x<\varepsilon, \quad \forall n \geq n_{0}
$$

This concludes the proof of the proposition.
An immediate consequence of the above proposition is

Corollary 2.7. Suppose $F$ satisfies $\left(F_{2}\right)-\left(F_{3}\right)$. If every Palais-Smale sequence $\left(z_{n}\right) \subset E$ such that $\left\|z_{n}\right\|\left\|I^{\prime}\left(z_{n}\right)\right\|$ is bounded possesses a bounded subsequence, then I satisfies (SCe)'.

Now, we proceed with the study of the linear interchanged eigenvalue problem

$$
\begin{cases}-\Delta u+a(x) u=\lambda v, & x \in \mathbb{R}^{N}  \tag{LP}\\ -\Delta v+b(x) v=\lambda u, & x \in \mathbb{R}^{N}\end{cases}
$$

A simple calculation shows that $\lambda$ is an eigenvalue of $(L P)$ if, and only if,

$$
T(u, v)=\frac{1}{\lambda}(u, v)
$$

where $T: E \rightarrow E$ is a selfadjoint bounded linear operator defined by

$$
\langle T(u, v),(\phi, \psi)\rangle=\int_{\mathbb{R}^{N}}(v \phi+u \psi) d x
$$

Moreover, the following result holds.
Lemma 2.8. Suppose $\left(A_{1}\right)$ and $\left(A_{2}\right)$ hold. Then $T$ is a compact operator.
Proof. Let $\left(z_{n}\right)=\left(u_{n}, v_{n}\right) \subset E$ be a sequence such that $z_{n} \rightharpoonup z=(u, v)$ in $E$. Writing $T=\left(T_{1}, T_{2}\right)$ and using the compact embedding of $E_{b}$ in $L^{2}\left(\mathbb{R}^{N}\right)$ we have that $v_{n} \rightarrow v$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and $T_{2}\left(z_{n}-z\right) \rightarrow 0$ in $L^{2}\left(\mathbb{R}^{N}\right)$. Now, by the definition of $T$,

$$
\begin{aligned}
0 & \leq\left\langle T\left(z_{n}-z\right), T\left(z_{n}-z\right)\right\rangle \\
& =\int_{\mathbb{R}^{N}}\left(v_{n}-v\right) T_{1}\left(z_{n}-z\right) d x+\int_{\mathbb{R}^{N}}\left(u_{n}-u\right) T_{2}\left(z_{n}-z\right) d x \\
& \leq\left\|v_{n}-v\right\|_{L^{2}}\left\|T_{1}\left(z_{n}-z\right)\right\|_{L^{2}}+\left\|u_{n}-u\right\|_{L^{2}}\left\|T_{2}\left(z_{n}-z\right)\right\|_{L^{2}} .
\end{aligned}
$$

Since $T$ and $\left\|u_{n}-u\right\|_{L^{2}}$ are bounded we conclude that $T\left(z_{n}\right) \rightarrow T(z)$. The lemma is proved.

Observing that $(u,-v)$ is an eigenfunction associated with the eigenvalue $-\lambda$ whenever $(u, v)$ is an eigenfunction associated to $\lambda$, we invoke Lemma 2.8 and the spectral theory for compact operators to conclude that ( $L P$ ) possesses a sequence $\left\{\lambda_{m}\right\}_{m \in Z^{*}}$ of eigenvalues

$$
\cdots \leq \lambda_{-m} \leq \cdots \leq \lambda_{-2} \leq \lambda_{-1}<0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{m} \leq \cdots
$$

such that $\lambda_{ \pm m} \rightarrow \pm \infty$ as $m \rightarrow \infty$. Furthermore, denoting by $\left\{\varphi_{m}\right\}_{m \in Z^{*}}$ the orthonormal basis of eigenfunctions associated to the sequence $\left\{\lambda_{m}\right\}_{m \in Z^{*}}$, the variational characterization of the eigenvalues provides the inequalities

$$
\begin{equation*}
\frac{1}{2}\|z\|^{2} \leq \lambda_{m} \int_{\mathbb{R}^{v}} u v d x, \quad \forall z=(u, v) \in \operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{m}\right\}, \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}\|z\|^{2} \geq \lambda_{m+1} \int_{\mathbb{R}^{v}} u v d x, \quad \forall z=(u, v) \in\left(\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{m}\right\}\right)^{\perp}, \tag{2.7}
\end{equation*}
$$

where $\lambda_{m}$ is a positive eigenvalue. For negative eigenvalues we have analogous inequalities. In particular,

$$
\begin{equation*}
\frac{1}{2}\|z\|^{2} \geq-\lambda_{1} \int_{\mathbb{R}^{v}} u v d x, \quad \forall z=(u, v) \in \overline{\operatorname{span}\left\{\varphi_{-1}, \varphi_{-2}, \ldots, \varphi_{-m}, \ldots\right\}} . \tag{2.8}
\end{equation*}
$$

Finally we observe that, by the orthogonality of the eigenfunctions and the definition of $T$ we have that, if $\varphi_{l}=\left(u_{l}, v_{l}\right)$ and $\varphi_{m}=\left(u_{m}, v_{m}\right)$, with $l \neq m$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{v}}\left(u_{l} v_{m}+u_{m} v_{l}\right) d x=0 \tag{2.9}
\end{equation*}
$$

## 3. PROOF OF THEOREM 1.1

In this section we prove Theorem 1.1 by verifying that the functional $I$ defined in (2.2) satisfies the hypotheses of Theorem 2.3.

Considering $k$ given by $\left(F_{1}\right)$ we set $V=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k-1}\right\}$ and $W=V^{\perp}$ (without loss of generality $\lambda_{k-1}<\lambda_{k}$ and $V=\phi$ if $k=1$ ). In order to show that $I$ satisfies (SCe)', we use the following technical result.

Lemma 3.1. Suppose $F$ satisfies $\left(F_{2}\right)$ and $\left(F_{4}\right)$. Then, given $R>0$ and $\varepsilon>0$, there exists $M=M(R)>0$ such that

$$
\begin{equation*}
\int_{\{|| | \leq R\}} F(x, z) d x \leq M+\left(\varepsilon+\frac{\beta_{\infty}}{2 a_{0}}\right)\|z\|^{2}, \quad \forall z \in E . \tag{3.1}
\end{equation*}
$$

Proof. Given $\widehat{\varepsilon}>0$, the compact embedding of $E_{b}$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and the Monotone Convergence Theorem imply that there exists $R_{1}>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{v} \backslash B_{R_{1}}(0)}|v|^{2} d x \leq \widehat{\varepsilon}, \quad \forall\|z\|=1 . \tag{3.2}
\end{equation*}
$$

Taking $R_{1}$ larger if necessary, using the above estimate and Holder's inequality we get

$$
\begin{equation*}
\int_{\mathbb{R}^{N} \backslash B_{R_{1}}(0)}|u||v| \leq \widehat{\varepsilon}, \quad \forall\|z\|=1 \tag{3.3}
\end{equation*}
$$

Invoking ( $F_{4}$ ), we also may suppose that

$$
\beta(x) \leq \beta_{\infty}+\widehat{\varepsilon}, \quad \forall|x|>R_{1} .
$$

Defining the sets

$$
\Omega^{1}=\{|z| \leq R\} \cap B_{R_{1}}(0) \quad \text { and } \quad \Omega^{2}=\{|z| \leq R\} \cap\left(\mathbb{R}^{N} \backslash B_{R_{1}}(0)\right)
$$

we can use (3.2), (3.3), the above inequality, $\left(F_{2}\right)$ and $\left(F_{4}\right)$ to obtain

$$
\begin{aligned}
\int_{\{|z| \leq R\}} F(x, z) d x & \leq \int_{\Omega^{1}} F(x, z) d x+\int_{\Omega^{2}}\left(c_{3}|u||v|+c_{4}|v|^{2}+\frac{\beta(x)}{2}|u|^{2}\right) d x \\
& \leq M+\left(c_{3} \widehat{\varepsilon}+c_{4} \widehat{\varepsilon}+\frac{\widehat{\varepsilon}}{2 a_{0}}+\frac{\beta_{\infty}}{2 a_{0}}\right)\|z\|^{2}
\end{aligned}
$$

Taking $\widehat{\varepsilon}>0$ sufficiently small we conclude the proof of the lemma.
The following result provides the compactness for the functional $I$. Hereafter we use the notation

$$
\|z\|_{\Omega}^{2}=\int_{\Omega}\left(|\nabla u|^{2}+a(x) u^{2}+|\nabla v|^{2}+b(x) v^{2}\right) d x
$$

for a measurable set $\Omega \subset \mathbb{R}^{N}$ and $z=(u, v) \in E$. We also denote by $S$ a positive constant such that $\|z\|_{L^{2}}^{2} \leq S\|z\|^{2}$, for all $z \in E$.

Proposition 3.2. Suppose $F$ satisfies $\left(F_{1}\right)-\left(F_{4}\right)$ and $(N Q)$. Then I satisfies (SCe)'.

Proof. Let $\left(z_{n}\right) \subset E$ be such that $I\left(z_{n}\right) \rightarrow c, I^{\prime}\left(z_{n}\right) \rightarrow 0$ and $\left\|z_{n}\right\|\left\|I^{\prime}\left(z_{n}\right)\right\|$ is bounded. In view of Corollary 2.7, we need only to verify that $\left(z_{n}\right)$ possesses a bounded subsequence. Arguing by contradiction, we suppose that $\left\|z_{n}\right\| \rightarrow \infty$. Since $I\left(z_{n}\right) \rightarrow c$ and $\left\|z_{n}\right\|\left\|I^{\prime}\left(z_{n}\right)\right\|$ is bounded there exists $M>0$ such that

$$
\begin{equation*}
\liminf \int_{\mathbb{R}^{N}} H\left(x, z_{n}\right) d x=\liminf \left[2 I\left(z_{n}\right)-I^{\prime}\left(z_{n}\right) z_{n}\right] \leq M \tag{3.4}
\end{equation*}
$$

where $H\left(x, z_{n}\right)=\nabla F\left(x, z_{n}\right) \cdot z_{n}-2 F\left(x, z_{n}\right)$. On the other hand, for $n$ sufficiently large, we have

$$
\begin{equation*}
\frac{1}{2}\left\|z_{n}\right\|^{2} \leq(c+1)+\int_{\mathbb{R}^{N}} F\left(x, z_{n}\right) d x \tag{3.5}
\end{equation*}
$$

Given $\varepsilon>0$, the hypothesis $\left(F_{1}\right)$ implies that there exists $R>0$ such that

$$
F(x, z) \leq \lambda_{k} u v+\varepsilon|z|^{2}, \quad \forall x \in \mathbb{R}^{N},|z|>R
$$

Using this inequality and (3.5), we get

$$
\frac{1}{2}\left\|z_{n}\right\|^{2} \leq M_{1}+\int_{\{|z|>R\}}\left(\lambda_{k}\left|u_{n}\right|\left|v_{n}\right|+\varepsilon\left|z_{n}\right|^{2}\right) d x+\int_{\{|z| \leq R\}} F\left(x, z_{n}\right) d x
$$

and therefore

$$
\frac{1}{2}(1-2 S \varepsilon)\left\|z_{n}\right\|^{2} \leq M_{1}+\lambda_{k} \int_{\mathbb{R}^{N}}\left|u_{n}\right|\left|v_{n}\right| d x+\int_{\{|z| \leq R\}} F\left(x, z_{n}\right) d x
$$

Now we use Lemma 3.1 to obtain

$$
\begin{equation*}
\frac{v}{2}\left\|z_{n}\right\|^{2} \leq M_{2}+\lambda_{k} \int_{\mathbb{R}^{N}}\left|u_{n}\right|\left|v_{n}\right| d x \tag{3.6}
\end{equation*}
$$

where $v=1-2 \varepsilon(S+1)-\left(\beta_{\infty} / a_{0}\right)$.
Let $\gamma$ be given by $(N Q)$. Since $\gamma>\left(a_{0} /\left(a_{0}-\beta_{\infty}\right)\right)^{2}$ we choose $\varepsilon>0$ sufficiently small such that $\nu \gamma>1$ and $\nu \gamma>\nu^{-1}$. Taking $\delta>0$ such that $\nu \gamma>1+\delta>\nu^{-1}$, we can use (3.6) and Young's inequality to get

$$
\begin{equation*}
\frac{v}{2}\left(\left\|z_{n}\right\|_{\Omega_{\gamma}}^{2}+\int_{\mathbb{R}^{N} \backslash \Omega_{\gamma}}\left|\nabla z_{n}\right|^{2} d x\right)+G\left(z_{n}\right) \leq M_{2}+\lambda_{k} \int_{\Omega_{\gamma}}\left|u_{n}\right|\left|v_{n}\right| d x \tag{3.7}
\end{equation*}
$$

where $G\left(z_{n}\right)=\int_{\mathbb{R}^{N} \backslash \Omega_{\gamma}}\left(H_{1}(x) u_{n}^{2}+H_{2}(x) v_{n}^{2}\right) d x$, with

$$
\begin{equation*}
H_{1}(x)=\frac{1}{2}\left(v a(x)-\frac{a_{0}}{1+\delta}\right) \quad \text { and } \quad H_{2}(x)=\frac{1}{2}\left(v b(x)-\frac{\lambda_{k}^{2}(1+\delta)}{a_{0}}\right) \tag{3.8}
\end{equation*}
$$

Hypothesis $\left(A_{1}\right)$, the definition of $\Omega_{\gamma}$ and the choice of $\delta$ provide $\nu_{1}, \nu_{2}>0$ such that

$$
H_{1}(x) \geq \frac{\nu_{1}}{2} a(x), \quad H_{2}(x) \geq \frac{\nu_{2}}{2} b(x), \quad \forall x \in \mathbb{R}^{N} \backslash \Omega_{\gamma} .
$$

Setting $\nu_{0}=(1 / 2) \min \left\{v, v_{1}, v_{2}\right\}$, the above expression and (3.7) imply

$$
\begin{equation*}
v_{0}\left\|z_{n}\right\|^{2} \leq M_{2}+\lambda_{k} \int_{\Omega_{v}}\left|u_{n} \| v_{n}\right| d x . \tag{3.9}
\end{equation*}
$$

Defining $\widehat{z}_{n}=\left(\widehat{u}_{n}, \widehat{v}_{n}\right)=1 /\left(\left\|z_{n}\right\|\right)\left(\left|u_{n}\right|,\left|v_{n}\right|\right)$, we may assume that

$$
\begin{cases}\widehat{u}_{n} \rightharpoonup \widehat{u} & \text { in } L^{2}\left(\Omega_{\gamma}\right), \\ \widehat{v}_{n} \rightarrow \widehat{v} & \text { in } L^{2}\left(\Omega_{\gamma}\right) .\end{cases}
$$

Hence, by (3.9), we get

$$
\nu_{0} \leq \lambda_{k} \int_{\Omega_{\gamma}} \widehat{u} \widehat{v} .
$$

Since we are supposing that $\left\|z_{n}\right\|$ goes to infinity, the above expression implies that $\lim _{n \rightarrow \infty}\left|u_{n}(x)\right|=\infty$ and $\lim _{n \rightarrow \infty}\left|v_{n}(x)\right|=\infty$ on a subset of $\Omega_{\gamma}$ with positive measure. Finally, using the Fatou's lemma and ( $N Q$ ), we have

$$
\lim \inf \int_{\mathbb{R}^{N}} H\left(x, z_{n}\right) d x \geq \int_{\mathbb{R}^{N}} \lim \inf H\left(x, z_{n}\right) d x=\infty .
$$

This contradicts (3.4) and concludes the proof of the proposition.
Remark 3.3. By taking $F(x, z)=\lambda_{k} u v$ and $z_{n}=n \varphi_{k}$, the proof of Proposition 3.2 up to (3.9) implies that $\Omega_{\gamma} \neq \emptyset$ for every $\gamma>1$.

The next result is a version of Lemma 3.1 in Ref. [6] (see also Ref. [13]) and will be used to check condition $\left(I_{2}\right)$ for the functional $I$.

Lemma 3.4. Suppose $F$ satisfies $\left(F_{1}\right)$ and ( $N Q$ ). Then

$$
F(x, z)-\lambda_{k} u v \leq-\frac{A(x)}{2}, \quad \forall z \in \mathbb{R}^{2}, \quad \text { a.e. } x \in \mathbb{R}^{N} .
$$

Proof. Defining $G(x, z)=F(x, z)-\lambda_{k} u v$, we have

$$
\nabla G(x, z) \cdot z-2 G(x, z)=\nabla F(x, z) \cdot z-2 F(x, z) .
$$

Thus, for any $s>0$ and $\bar{z} \in \mathbb{R}^{2}$ such that $|\bar{z}|=1$, by ( $N Q$ ), we have

$$
\frac{d}{d s}\left[\frac{G(x, s \bar{z})}{s^{2}}\right]=\frac{\nabla G(x, s \bar{z}) \cdot(s \bar{z})-2 G(x, s \bar{z})}{s^{3}} \geq \frac{A(x)}{s^{3}} .
$$

Integrating over $[s, t] \subset(0, \infty)$, we get

$$
\frac{G(x, s \bar{z})}{s^{2}} \leq \frac{G(x, t \bar{z})}{t^{2}}-\frac{A(x)}{2}\left[\frac{1}{s^{2}}-\frac{1}{t^{2}}\right]
$$

Taking the limit as $t$ goes to infinity on the above expression and using $\left(F_{1}\right)$, we conclude that

$$
G(x, s \bar{z}) \leq-\frac{A(x)}{2}, \quad \forall s>0, \bar{z} \in \mathbb{R}^{2} \text { s.t. }|\bar{z}|=1, \quad \text { a.e. } x \in \mathbb{R}^{N}
$$

The argument for $s<0$ is similar, hence the lemma is proved.
The next proposition establishes the geometric conditions for the associated functional.

Proposition 3.5. Suppose $F$ satisfies $\left(F_{1}\right),\left(F_{2}\right),\left(F_{4}\right)$ and $(N Q)$. Then the functional I satisfies $\left(I_{1}\right)$ and $\left(I_{2}\right)$.

Proof. For any $z \in W$ we have, by (2.7) and Lemma 3.4,

$$
I(z)=\frac{1}{2}\|z\|^{2}-\lambda_{k} \int_{\mathbb{R}^{N}} u v d x-\int_{\mathbb{R}^{N}}\left(F(x, z)-\lambda_{k} u v\right) d x \geq-\frac{\|A\|_{L^{1}}}{2} .
$$

Consequently, $I$ satisfies $\left(I_{2}\right)$.
In order to verify $\left(I_{1}\right)$ we first observe that (2.6) and the definition of $V$ provide $\delta>0$ such that

$$
\frac{1}{2}\|z\|^{2}-\lambda_{k} \int_{\mathbb{R}^{N}} u v d x \leq-\delta\|z\|^{2}, \quad \forall z \in V
$$

Hence,

$$
I(z) \leq-\delta\|z\|^{2}+\int_{\mathbb{R}^{N}}\left(\lambda_{k} u v-F(x, z)\right) d x, \quad \forall z \in V
$$

Given $\varepsilon>0$, we may use $\left(F_{1}\right)$ to obtain $R>0$ such that

$$
\left|F(x, z)-\lambda_{k} u v\right| \leq \varepsilon|z|^{2}, \quad \forall x \in \mathbb{R}^{N},|z|>R
$$

and therefore

$$
I(z) \leq-\delta\|z\|^{2}+\varepsilon \int_{\mathbb{R}^{N}}|z|^{2} d x+\int_{\{|z| \leq R\}}\left(\lambda_{k}|u||v|-F(x, z)\right) d x, \quad \forall z \in V
$$

Since $\operatorname{dim} V<\infty$, the above inequality, $\left(F_{2}\right),\left(F_{4}\right)$ and a similar argument to the one employed in the proof of Lemma 3.1 imply that there exist $M_{1}=M_{1}(R)>0$ such that

$$
I(z) \leq M_{1}+(-\delta+\varepsilon(S+1))\|z\|^{2}
$$

Taking $\varepsilon>0$ sufficiently small we have that $I(z) \rightarrow-\infty$ as $\|z\| \rightarrow \infty, z \in V$. This concludes the proof of the proposition.

We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Conditions $\left(F_{2}\right)$ and $\left(F_{3}\right)$ imply that $I \in C^{1}(E, \mathbb{R})$ and the critical points of $I$ are the weak solutions of $(P)$. In view of Proposition 3.2 the functional $I$ satisfies (SCe)'. Furthermore, by Proposition 3.5, I satisfies the geometric conditions $\left(I_{1}\right)$ and $\left(I_{2}\right)$. The proof of Theorem 1.1 is concluded by invoking Theorem 2.3.

## 4. PROOF OF THEOREM 1.2

In this section we prove Theorem 1.2. We begin by showing that $I$ satisfies (SCe).

Proposition 4.1. Suppose $F$ satisfies $F(x, 0) \equiv 0,\left(F_{1}\right),\left(\widehat{F_{2}}\right)-\left(\widehat{F_{4}}\right)$ and $(N Q)$. Then the functional I satisfies (SCe).

Proof. Let $\left(z_{n}\right) \subset E$ be a Palais-Smale sequence such that $\left\|z_{n}\right\| \times$ $\left\|I^{\prime}\left(z_{n}\right)\right\| \leq M<\infty$. Since $F(x, 0) \equiv 0$ we can use $\left(F_{1}\right),\left(\widehat{F}_{3}\right)$ and $\left(\widehat{F}_{4}\right)$ to show that condition $\left(F_{4}\right)$ holds. Hence, in view of Proposition 3.2, we may suppose that $\left(z_{n}\right)$ is bounded and $z_{n} \rightharpoonup z$, with $z$ a critical point of $I$. Furthermore, up to a subsequence, we have

$$
\begin{cases}u_{n} \rightharpoonup u & \text { in } E_{a},  \tag{4.1}\\ u_{n} \rightarrow u & \text { in } L_{\mathrm{loc}}^{s}\left(\mathbb{R}^{N}\right), 2 \leq s<2^{*} \\ u_{n}(x) \rightarrow u(x), & \text { a.e. } x \in \mathbb{R}^{N}, \\ v_{n} \rightarrow v & \text { in } E_{b}, \\ v_{n} \rightarrow v & \text { in } L^{s}\left(\mathbb{R}^{N}\right), 2 \leq s<2^{*}\end{cases}
$$

Our objective is to verify that $u_{n} \rightarrow u$ in $E_{a}$. Recalling that $I^{\prime}\left(z_{n}\right) \rightarrow 0$ and $I^{\prime}(z)=0$, we get

$$
\begin{align*}
\left\|u_{n}-u\right\|_{E_{a}}^{2} & =\left\|u_{n}\right\|_{E_{a}}^{2}-2\left\langle u_{n}, u\right\rangle+\|u\|_{E_{a}}^{2} \\
& \leq o(1)+\int_{\mathbb{R}^{N}} F_{u}\left(x, z_{n}\right)\left(u_{n}-u\right) d x+\int_{\mathbb{R}^{N}} F_{u}(x, z)\left(u-u_{n}\right) d x \tag{4.2}
\end{align*}
$$

as $n$ goes to infinity. Given $0<\varepsilon<\beta_{\infty}-a_{0}$, we claim that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} F_{u}\left(x, z_{n}\right)\left(u_{n}-u\right) d x \leq o(1)+\left(\frac{\beta_{\infty}+\varepsilon}{a_{0}}\right)\left\|u_{n}-u\right\|_{E_{a}}^{2}, \quad \text { as } n \rightarrow \infty \tag{4.3}
\end{equation*}
$$

Indeed, defining $G\left(z_{n}\right)=\int_{\mathbb{R}^{N}} F_{u}\left(x, z_{n}\right)\left(u_{n}-u\right) d x$, we may use $\left(\widehat{F}_{4}\right)$ to obtain $R>0$ such that

$$
\begin{align*}
G\left(z_{n}\right) \leq & c_{3} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{p}\left|v_{n}\right|^{q}\left|u_{n}-u\right| d x+c_{4} \int_{\mathbb{R}^{N}}\left|v_{n} \| u_{n}-u\right| d x \\
& +\int_{B_{R}(0)} \beta(x)\left|u_{n}\right|\left|u_{n}-u\right| d x \\
& +\left(\beta_{\infty}+\varepsilon\right) \int_{\mathbb{R}^{N} \backslash B_{R}(0)}\left(|u|\left|u_{n}-u\right|+\left|u_{n}-u\right|^{2}\right) d x . \tag{4.4}
\end{align*}
$$

First note that, by the local convergence in (4.1),

$$
\begin{equation*}
\int_{B_{R}(0)} \beta(x)\left|u_{n}\right|\left|u_{n}-u\right| d x \rightarrow 0, \text { as } n \rightarrow \infty \tag{4.5}
\end{equation*}
$$

Since $u_{n}(x) \rightarrow u(x)$ for almost everywhere $x \in \mathbb{R}^{N}$ and $\left|u_{n}\right|^{p}\left|u_{n}-u\right|$ is bounded in $L^{2^{*} /(p+1)}\left(\mathbb{R}^{N}\right)$, we have that $\left|u_{n}\right|^{p}\left|u_{n}-u\right| \rightharpoonup 0$ in $L^{2^{*} /(p+1)}\left(\mathbb{R}^{N}\right)$ (see Lemma 4.8 in Ref. [15]). Hence,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{p}\left|v_{n}\right|^{q}\left|u_{n}-u\right| d x \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{4.6}
\end{equation*}
$$

because $\left|v_{n}\right|^{q} \rightarrow|v|^{q}$ in $L^{\left(2^{*} /(p+1)\right)^{\prime}}\left(\mathbb{R}^{N}\right)$ from $2 \leq\left(2^{*} q\right) /\left(2^{*}-(p+1)\right)<2^{*}$ and (4.1). Analogously

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|v_{n}\right|\left|u_{n}-u\right| d x \rightarrow 0, \quad \int_{\mathbb{R}^{N} \backslash B_{R}(0)}|u|\left|u_{n}-u\right| d x \rightarrow 0 \tag{4.7}
\end{equation*}
$$

as $n$ goes to infinity. For the second term of the last integral in the right hand side of (4.4) we have

$$
\left(\beta_{\infty}+\varepsilon\right) \int_{\mathbb{R}^{N} \backslash B_{R}(0)}\left|u_{n}-u\right|^{2} d x \leq\left(\frac{\beta_{\infty}+\varepsilon}{a_{0}}\right)\left\|u_{n}-u\right\|_{E_{a}}^{2} .
$$

This and equations (4.4)-(4.7) prove the claim. In a similar way

$$
\int_{\mathbb{R}^{N}} F_{u}(x, z)\left(u-u_{n}\right) d x \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

The above inequality, (4.2) and (4.3) shows that

$$
\left(1-\frac{\beta_{\infty}+\varepsilon}{a_{0}}\right)\left\|u_{n}-u\right\|_{E_{a}}^{2} \leq o(1), \quad \text { as } n \rightarrow \infty .
$$

By our choice of $\varepsilon$ we conclude that $u_{n} \rightarrow u$ in $E_{a}$ and therefore the proposition is proved.

Proof of Theorem 1.2. Since $\nabla F(x, 0) \equiv 0$, we may suppose, without loss of generality, that 0 is an isolated critical point of $I$. By Proposition 4.1, I satisfies (SCe). As mentioned before, conditions $\left(F_{1}\right),\left(\widehat{F}_{3}\right),\left(\widehat{F}_{4}\right)$ and $F(x, 0) \equiv 0$ imply that $\left(F_{4}\right)$ holds. Thus, by Proposition 3.5 , the geometrical conditions $\left(I_{1}\right)$ and $\left(I_{2}\right)$ are satisfied. In order to verify that $D^{2} I(0)$ is a Fredholm operator we first note that

$$
D^{2} I(0)(z, z)=\|z\|^{2}-F_{u u}(0) \int_{\mathbb{R}^{v}} u^{2} d x-\int_{\mathbb{R}^{N}}\left(2 F_{u v}(0) u v+F_{v v}(0) v^{2}\right) d x .
$$

Since, by $\left(\widehat{F}_{4}\right), F_{u u}(0) \leq \beta_{\infty}<a_{0}$, the above expression implies that $D^{2} I(0)$ is of the type $L-K$, where $L$ is an isomorphism and $K$ is compact.

In view of Theorem 2.4, we need only to verify that $m(I, 0)>\operatorname{dim} V$ or $\bar{m}(I, 0)<\operatorname{dim} V$. Suppose first that $\left(F_{5}\right)$ (ii) holds and

$$
\begin{equation*}
F_{u v}(0)-\sqrt{F_{u u}(0) F_{v v}(0)}<\lambda_{k-1}<F_{u v}(0)+\sqrt{F_{u u}(0) F_{v v}(0)} . \tag{4.8}
\end{equation*}
$$

For $z=(u, v) \in\left(\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k-2}\right\}\right)^{\perp}=W_{k-2}$ we have, by (2.7),

$$
D^{2} I(0)(z, z) \geq \lambda_{k-1} \int_{\mathbb{R}^{v}} u v d x-\int_{\mathbb{R}^{N}} D^{2} F(0)(z, z) d x=\int_{\mathbb{R}^{N}} Q(z) d x,
$$

where $Q(z)$ is a quadratic form represented by the positive definite symmetric matrix

$$
Q=\left[\begin{array}{cc}
-F_{u u}(0) & \lambda_{k-1}-F_{u v}(0) \\
\lambda_{k-1}-F_{u v}(0) & -F_{v v}(0)
\end{array}\right] .
$$

Thus, $\bar{m}(I, 0)<\operatorname{dim} V$.
In the case that

$$
\begin{equation*}
\lambda_{k-1} \geq F_{u v}(0)+\sqrt{F_{u u}(0) F_{v v}(0)} \tag{4.9}
\end{equation*}
$$

given $z=(u, v) \in W_{k-2}$, we write $z=z^{-}+z^{+}$with

$$
z^{-}=\left(u^{-}, v^{-}\right) \in \overline{\operatorname{span}\left\{\varphi_{-1}, \varphi_{-2}, \ldots, \varphi_{-j}, \ldots\right\}}
$$

and

$$
z^{+}=\left(u^{+}, v^{+}\right) \in \overline{\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{j}, \ldots\right\}} \cap W_{k-2} .
$$

By (2.7)-(2.9), we get

$$
\begin{aligned}
D^{2} I(0)(z, z) \geq & -2\left(\lambda_{1}+F_{u v}(0)\right) \int_{\mathbb{R}^{v}} u^{-} v^{-} d x \\
& +2\left(\lambda_{k-1}-F_{u v}(0)\right) \int_{\mathbb{R}^{v}} u^{+} v^{+} d x \\
& -\int_{\mathbb{R}^{v}}\left(F_{u u}(0) u^{2}+F_{v v}(0) v^{2}\right) d x .
\end{aligned}
$$

This and the hypothesis $\left(F_{5}\right)$ (ii) implies that $D^{2} I(0)(z, z)>0$ for all $z \in W_{k-2}$ with $z \neq 0$. Hence $\bar{m}(I, 0)<\operatorname{dim} V$ when ( $F_{5}$ ) (ii) holds.

We claim that $m(I, 0)>\operatorname{dim} V$ when the condition $\left(F_{5}\right)(\mathrm{i})$ is satisfied. Indeed, if $\lambda_{k}<F_{u v}(0)$ we have, by (2.6),

$$
D^{2} I(0)(z, z) \leq 2\left(\lambda_{k}-F_{u v}(0)\right) \int_{\mathbb{R}^{v}} u v d x-\int_{\mathbb{R}^{v}}\left(F_{u u}(0) u^{2}+F_{v v}(0) v^{2}\right) d x<0
$$

for all $z=(u, v) \in \operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k}\right\} \backslash\{0\}$, since $\int_{\mathbb{R}^{v}} u v d x>0$. Thus, $m(I, 0)>\operatorname{dim} V$. In the case that

$$
F_{u v}(0) \leq \lambda_{k}<F_{u v}(0)+\sqrt{F_{u u}(0) F_{v v}(0)}
$$

we may have $F_{u u}(0)>0$ and $F_{v v}(0)>0$. By analyzing a quadratic form as before we also have $m(I, 0)>\operatorname{dim} V$. The proof is complete.

Remark 4.2. Condition $\left(F_{5}\right)$ in the previous result can be replaced by related conditions. For example, if $F_{u u}(x, 0)$ and $F_{v v}(x, 0)$ are non-negative functions on $L^{N / 2}\left(\mathbb{R}^{N}\right)$ and $\lambda_{k}<F_{u v}(x, 0)$, then the same argument employed before shows that $m(I, 0)>\operatorname{dim} V$. If we suppose that $F_{u u}(x, 0), F_{u v}(x, 0)$ and $F_{v v}(x, 0)$ are in $L^{N / 2}\left(\mathbb{R}^{N}\right)$ and satisfy $F_{u u}(x, 0)>0, F_{v v}(x, 0)>0$ and

$$
F_{u v}(x, 0)-\sqrt{F_{u u}(x, 0) F_{v v}(x, 0)}<\lambda_{k}<F_{u v}(x, 0)+\sqrt{F_{u u}(x, 0) F_{v v}(x, 0)},
$$

for all $x \in \mathbb{R}^{N}$, then we also have $m(I, 0)>\operatorname{dim} V$.

## 5. PROOF OF THEOREM 1.3

In this section we will prove Theorem 1.3. In view of $\left(F_{6}\right)$ and $F(x, 0) \equiv 0$ we have that $I$ is even and satisfies $I(0)=0$. Moreover, by Proposition 4.1, the functional $I$ satisfies (SCe).

Considering $k, j$ given by $\left(F_{1}\right)$ and $\left(\widehat{F}_{5}\right)$ we set $V=$ $\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{j-1}\right\}, W=V^{\perp}$ and $\widehat{V}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k-1}\right\}$. By the definition of $\widehat{V}$ and Proposition 3.5 , condition $\left(I_{4}\right)$ is satisfied. Thus, in view of Theorem 2.5 , we need only to verify that $\left(I_{5}\right)$ holds. With this purpose, for the matrix $A$ given by $\left(\widehat{F}_{5}\right)$ and $z \in E$, we define

$$
\psi(z)=\|z\|^{2}-\int_{\mathbb{R}^{N}} A z \cdot z d x
$$

With this setting, we can use $\left(\widehat{F_{5}}\right)$ and the subcritical growth $\left(F_{3}\right)$ to obtain

$$
\begin{equation*}
I(z)=\frac{1}{2} \psi(z)-\int_{\mathbb{R}^{N}}\left(F(x, z)-\frac{1}{2} A z \cdot z\right) d x=\frac{1}{2} \psi(z)+o\left(\|z\|^{2}\right) \tag{5.1}
\end{equation*}
$$

as $\|z\| \rightarrow 0$. Now we claim that there exists $\alpha>0$ such that

$$
\begin{equation*}
\psi(z) \geq \alpha\|z\|^{2}, \quad \forall z \in W \tag{5.2}
\end{equation*}
$$

This fact and (5.1) imply that condition $\left(I_{5}\right)$ holds and therefore we may invoke Theorem 2.5 to obtain $\operatorname{dim} \widehat{V}-\operatorname{dim} V=k-j$ pairs of distinct nonzero critical points for $I$.

It remains to prove the claim. Consider first the case that

$$
\begin{equation*}
\mu_{2}-\sqrt{\mu_{1} \mu_{3}}<\lambda_{j}<\mu_{2}+\sqrt{\mu_{1} \mu_{3}} . \tag{5.3}
\end{equation*}
$$

This assumption and the hypothesis $\left(\widehat{F}_{5}\right)$ imply that the matrix

$$
Q=\left[\begin{array}{cc}
-\mu_{1} & \lambda_{j}-\mu_{2} \\
\lambda_{j}-\mu_{2} & -\mu_{3}
\end{array}\right]
$$

is positive definite, and therefore there exists $\alpha_{1}>0$ such that $Q z \cdot z \geq \alpha_{1}|z|^{2}$, for all $z \in \mathbb{R}^{2}$. Now, we define

$$
W^{1}=\operatorname{span}\left\{\varphi_{j}, \varphi_{j+1}, \ldots, \varphi_{j+l}\right\}
$$

where $\lambda_{j}=\lambda_{j+1}=\cdots=\lambda_{j+l}<\lambda_{j+l+1}$, and $W^{2}=W \cap\left(W^{1}\right)^{\perp}$. By this setting we have the orthogonal decomposition $W=W^{1} \oplus W^{2}$. Hence, for any $z=z^{1}+z^{2} \in W^{1} \oplus W^{2}$, we get

$$
\begin{aligned}
\psi(z) & =\left\|z^{1}\right\|^{2}+\left\|z^{2}\right\|^{2}-2 \lambda_{j} \int_{\mathbb{R}^{N}}\left(u^{1} v^{1}+u^{2} v^{2}\right) d x+\int_{\mathbb{R}^{N}} Q z \cdot z d x \\
& \geq\left(1-\frac{\lambda_{j}}{\lambda_{j+l+1}}\right)\left\|z^{2}\right\|^{2}+\alpha_{1} \int_{\mathbb{R}^{N}}\left(\left(u^{1}+u^{2}\right)^{2}+\left(v^{1}+v^{2}\right)^{2}\right) d x
\end{aligned}
$$

where we are writing $z^{i}=\left(u^{i}, v^{i}\right) \in W^{i}$, for $i=1$, 2. Defining $\alpha_{2}=$ $\left(1-\left(\lambda_{j} / \lambda_{j+l+1}\right)\right)>0$, we can use the above expression to obtain
$\psi(z) \geq \alpha_{2}\left\|z^{2}\right\|^{2}+\alpha_{1}\|z\|_{L^{2}}^{2}, \quad \forall z=z^{1}+z^{2} \in W$.
Now, arguing by contradiction, we suppose that (5.2) is false for every $\alpha>0$. Then there exists a sequence $\left(z_{n}\right) \subset W$ such that $\left\|z_{n}\right\|=1$ and $\psi\left(z_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. In view of (5.4) we have that $\left\|z_{n}^{2}\right\| \rightarrow 0$ and $\left\|z_{n}\right\|_{L^{2}} \rightarrow 0$. Since $W^{1}$ is finite dimensional, we may suppose that

$$
\begin{cases}z_{n}^{1} \rightarrow z^{1} & \text { in } E \\ z_{n}^{1} \rightarrow z^{1} & \text { in } L^{2}\left(\mathbb{R}^{N}\right)\end{cases}
$$

with $\left\|z^{1}\right\|=1$. Recalling that in $W^{1}$ the norms $\|\cdot\|$ and $\|\cdot\|_{L^{2}}$ are equivalent we conclude that $\left\|z^{1}\right\|_{L^{2}}>0$ and therefore

$$
0=\lim _{n \rightarrow \infty}\left\|z_{n}\right\|_{L^{2}} \geq \lim _{n \rightarrow \infty}\left\|z_{n}^{1}\right\|_{L^{2}}=\left\|z^{1}\right\|_{L^{2}}>0
$$

This contradiction concludes the proof in the case that (5.3) holds.
Arguing as in the proof of Theorem 1.2 and as above we can prove that the claim is also true in the complementary case $\lambda_{j} \geq \mu_{2}+\sqrt{\mu_{1} \mu_{3}}$. Theorem 1.3 is now proved.

## ACKNOWLEDGMENTS

M. F. Furtado's research supported by CAPES Brazil. L. A. Maia's research supported by Pronex:Eq. Dif. Parciais não Lineares. E. A. B. Silva's research supported by $\mathrm{CNPq} /$ Brazil and Pronex:Eq. Dif. Parciais não Lineares.

## REFERENCES

1. Ambrosetti, A.; Rabinowitz, P.H. Dual Variational Methods in Critical Point Theory and Applications. J. Func. Anal. 1973, 14, 349-381.
2. Bartsch, T.; deFigueiredo, D.G. Infinitely Many Solutions of Nonlinear Elliptic Systems. Progr. in Nonlinear Diferential Equations Appl. 1999, 35, 51-67.
3. Bartsch, T.; Wang, Z. Existence and Multiplicity Results for Some Superlinear Elliptic Problems on $\mathbb{R}^{N}$. Comm. PDE 1995, 20, 1725-1741.
4. Berestycki, H.; Lions, P.L. Nonlinear Scalar Field Equations I, II. Arch. Rational Mech. Anal. 1983, 82, 313-345; 347-375.
5. Costa, D.G. On a Class of Elliptic Systems in $\mathbb{R}^{N}$. Electronic J. Diff. Eq. 1994, 7, 1-14.
6. Costa, D.G.; Magalhães, C.A. Variational Elliptic Problems Which are Nonquadratic at Infinity. Nonlinear Anal. 1994, 23, 1401-1412.
7. Costa, D.G.; Magalhães, C.A. A Unified Approach to a Class of Strongly Indefinite Functionals. J. Diff. Eqs. 1996, 125, 521-547.
8. Ding, W.Y.; Ni, W.M. On the Existence of Positive Entire Solutions of a Semilinear Elliptic Equation. Arch. Rational Mech. Anal. 1986, 91, 283-308.
9. Felmer, P.; deFigueiredo, D.G. On Superquadratic Elliptic Systems. Trans. Amer. Math. Soc. 1994, 343, 99-116.
10. deFigueiredo, D.G.; Mitidieri, E. A Maximum Principle for an Elliptic System and Applications to Semilinear Problems. SIAM J. Math. Anal. 1986, 17, 836-849.
11. deFigueiredo, D.G.; Yang, J. Decay, Symmetry and Existence of Positive Solutions of Semilinear Elliptic Systems. Nonlinear Anal. 1998, 33, 211-234.
12. deFigueiredo, D.G. Nonlinear Elliptic Systems. An. Acad. Bras. Ci. 2000, 72, 453-469.
13. Furtado, M.F.; Silva, E.A.B. Double Resonant Problems which are Locally Nonquadratic at Infinity. Electron. J. Diff. Eqns., Conf. 06, 2001, 155-171.
14. Hulshof, J.; Vander Vorst, R.C.A.M. Differential Systems with Strongly Indefinite Variational Structure. J. Funct. Anal. 1993, 114, 32-58.
15. Kavian, O. Introduction à la Théorie des Points Critiques et Applications aux Problèmes Elliptiques; Springer-Verlag: Paris, 1993.
16. Li, Y. Remarks on a Semilinear Elliptic Equation on $\mathbb{R}^{N}$. J. Diff. Eqs. 1988, 74, 34-49.
17. Lazer, A.C.; McKenna, P. On Steady-State Solutions of a System of Reaction-Diffusion Equations from Biology. Nonlinear Anal. 1982, 6, 523-530.
18. Lazer, A.C.; Solimini, S. Nontrivial Solutions of Operators Equations and Morse Indices of Critical Points of Min-Max Type. Nonlinear Anal. 1988, 12, 761-775.
19. Li, Y.Y. Nonautonomous Nonlinear Scalar Field Equations. Indiana Univ. Math. J. 1990, 39, 283-301.
20. Perera, K.; Schechter, M. Morse Index Estimates in Saddle Point Theorems without a Finite-Dimensional Closed Loop. Indiana Univ. Math. J. 1998, 47, 1083-1095.
21. Rabinowitz, P.H. Some Minimax Theorems and Applications to Nonlinear Partial Differential Equations. In Nonlinear Analisys; Cesari, Kannan, Weinberger, Eds.; Academic Press: New York, 1978; 161-177.
22. Rabinowitz, P.H. Minimax Methods in Critical Point Theory with Applications to Differential Equations, CBMS Regional Conf. Ser. in Math. 65, AMS, Providence, RI, 1986.
23. Rabinowitz, P.H. On a Class of Nonlinear Schrödinger Equations. Z. Angew. Math. Phys. 1992, 43, 270-291.
24. Silva, E.A.B. Critical Point Theorems and Applications to Differential Equations; Ph.D. Thesis; University of Wisconsin-Madison, 1988.
25. Silva, E.A.B. Existence and Multiplicity of Solutions for Semilinear Elliptic Systems. Nonlinear Diff. Eq. and Appl. 1994, 1, 339-363.
26. Silva, E.A.B. Subharmonic Solutions for Subquadratic Hamiltonian Systems. J. Diff. Eqs. 1995, 115, 120-145.
27. Strauss, W.A. Existence of Solitary Waves in Higher Dimensions. Commun. Math. Phys. 1977, 55, 149-162.
28. Struwe, M. Multiple Solutions of Differential Equations Without the Palais-Smale Condition. Math. Ann. 1982, 261, 399-412.

Received August 2001
Revised December 2001

