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Abstract

We shall study the foundations of the differential geometric consideration for differential equations. We show a local structure theorem. The main idea lies in the structure equations. The Lie algebra aspects of local differential equations is studied too.

1 Introduction

The purpose of the present paper is to study the relationship between differential equations, Pfaffian systems and geometric structures, via the method of moving frames of E. Cartan [4, 9]

Following Cartan, we deal with every differential equation as a Pfaffian system on a suitable manifold (Section 3). This is the fundamental idea of Cartan. Further, we shall consider the structure equations which are satisfied by Pfaffian systems determined by differential equations. The integration of a given differential equation is deeply related to the structure equation associated with the differential equation. We shall show it by means of some examples.

In Section 4, we shall establish a local structure theorem (Theorem 4.1). By virtue of this theorem, differential equations can be regarded as a differential geometric structure on a manifold. In Section 6, we shall consider the Lie algebraic aspect of local differential equations; each differential Lie algebra (definition 6.1) determines locally a local differential equation (Theorem 6.1); if $g$ is a semi-simple graded Lie algebra, then $g$ has a structure of fundamental Lie algebra
Moreover $\text{sl}(2, \mathbb{R})$ has a structure of differential Lie algebra which is not fundamental.

In Section 7 we study one system, which is one of the typical examples in Cartan’s paper [5], related with $G$-structures and the local automorphism group of the given system. The Section 2 concerns remarks on Pfaffian systems, Cauchy characteristics and solvable systems.

In this paper, by the language differentiable we mean differentiable of class $C^\infty$.
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## 2 Cauchy characteristic system

We begin with the preliminary remarks on Pfaffian systems. Let $M$ be a differentiable manifold. $F(M)$ denotes the ring of real-valued differentiable functions on $M$ and $\Lambda^1(M)$ the $F(M)$-module of all 1-forms (Pfaffian forms) on $M$. A $F(M)$-submodule $\Sigma$ of $\Lambda^1(M)$ is said a Pfaffian system of rank $n$ on $M$ if $\Sigma$ is generated by $n$ linearly independent Pfaffian forms $\theta^1, \ldots, \theta^n$. A submanifold $N$ of $M$ is said an integral manifold of $\Sigma$ if $i^* \theta = 0$ for all $\theta \in \Sigma$, where $i$ denotes the inclusion $N \hookrightarrow M$. A differentiable function $f$ on $M$ is said a first integral of $\Sigma$ if the exterior derivative $df$ belongs to $\Sigma$. By the symbol $\Sigma = \langle \theta^1, \ldots, \theta^n \rangle$ we mean that the Pfaffian system $\Sigma$ is generated by the linearly independent Pfaffian forms $\theta^1, \ldots, \theta^n$ defined on $M$.

For each Pfaffian system $\Sigma$ on $M$, we can construct the dual system, that is, the differentiable subbundle $D(\Sigma)$ of the tangent bundle $T(M)$ on $M$ such that the fiber dimension of $D(\Sigma)$ is equal to $\dim M - n$. Let $\underline{D(\Sigma)}$ be the sheaf of germs of local vector fields which belong to $D(\Sigma)$ and $\underline{D(\Sigma)}_x$ ($x \in M$) the stalk of $D(\Sigma)$ at $x$. We set

$$
\text{Ch}(D(\Sigma))_x = \left\{ A \in \underline{D(\Sigma)}_x \mid \left[ A, \underline{D(\Sigma)}_x \right] \subset \underline{D(\Sigma)}_x \right\}
$$

where $[ , ]$ denotes the natural bracket operation. Further, for each $x \in M$, we
define the subspaces \( \text{Ch}(D(\Sigma))_x \) of \( T_x(M) \) by

\[
\text{Ch}(D(\Sigma))_x = \left\{ X_x \in D(\Sigma)_x \mid X_x \in \text{Ch}(D(\Sigma))_x \right\},
\]

where \( X \) denotes a vector field and \( X_x \) the germ at \( x \) determined by \( X \). We suppose that \( \dim \text{Ch}(D(\Sigma))_x \) is constant on \( M \). Thus, we obtain the subbundle \( \text{Ch}(D(\Sigma)) \) of \( T(M) \). \( \text{Ch}(D(\Sigma)) \) is called the \textit{Cauchy characteristic} of \( D(\Sigma) \). The dual system of \( \text{Ch}(D(\Sigma)) \) is called the \textit{Cauchy characteristic system} of \( \Sigma \). The following theorem is due to Cartan \[3, 6\].

\textbf{Theorem 2.1} Let \( \Sigma = \langle \theta^1, \ldots, \theta^n \rangle \) be a Pfaffian system.

1. If \( \Sigma \) is completely integrable, i.e. \( d\theta^i = 0 \) (mod. \( \theta^1, \ldots, \theta^n \)) \( i = 1, 2, \ldots, n \), then \( \text{Ch}(\Sigma) = \Sigma \).

2. If \( \Sigma \) is not completely integrable, then there exist linearly independent Pfaffian forms \( \omega^1, \ldots, \omega^m \) satisfying the following conditions:

(i) \( \theta^1, \ldots, \theta^n, \omega^1, \ldots, \omega^m \) are also linearly independent;

(ii) \( (\theta^1, \ldots, \theta^n, \omega^1, \ldots, \omega^m) \) forms a (local) generator of \( \text{Ch}(\Sigma) \);

(iii) \( d\theta^i = \sum_{j,k=1}^{m} C_{jk}^i \omega^j \wedge \omega^k \) (mod. \( \theta^1, \ldots, \theta^n \)), where \( C_{jk}^i \) denotes a differentiable function \( (i = 1, 2, \ldots, n; j, k = 1, 2, \ldots, m) \).

3. \( \text{Ch}(\Sigma) \) is completely integrable.

4. Let \( x^1, \ldots, x^{n+m} \) be independent first integrals of \( \text{Ch}(\Sigma) \). Then there exist linearly independent Pfaffian forms \( \overline{\theta}^i = \sum_{j=1}^{n+m} A_j^i(x^1, \ldots, x^{n+m}) dx^j, i = 1, 2, \ldots, n \), such that \( (\overline{\theta}^1, \ldots, \overline{\theta}^n) \) forms a (local) generator of \( \Sigma \).

By making use of property 2.(ii), we can construct the Cauchy characteristic system \( \text{Ch}(\Sigma) \).

\textbf{Example 2.1} Consider the Pfaffian system \( \Sigma = \langle \theta \rangle, \theta = dz + p dx + p^2 dy \), on \( \mathbb{R}^4 = \{(x, y, z, p)\} \). We have \( d\theta = dp \wedge (dx + 2p dy) \) and

\[
\omega^1 = dp, \quad \omega^2 = dx + 2p dy, \quad \omega^3 = p,
\]
determine the Cauchy characteristic system of \( \Sigma \). We can find by quadrature three independent first integrals as follows:

\[
\begin{align*}
    u_1 &= z + xp + yp^2, \\
    u_2 &= x + 2yp, \\
    u_3 &= p
\end{align*}
\]

and \( \theta \) itself is expressed as \( \theta = du_1 - u_2 du_3 \).

**Definition 2.1** A system \((\omega^1, \ldots, \omega^m)\) of linearly independent Pfaffian forms on \( M \) will be said a solvable system of \( \Sigma = \langle \theta^1, \ldots, \theta^n \rangle \) if it satisfies the following conditions:

(i) \((\omega^1, \ldots, \omega^m)\) forms a generator of \( \text{Ch}(\Sigma) \);

(ii) \(d\omega^1 = 0\) and \(d\omega^p \equiv 0 \) (mod. \( \omega^1, \ldots, \omega^{p-1} \)) for all \( p = 2, 3, \ldots, m \).

If we can find a solvable system of \( \Sigma \), then \( m \) independent first integrals of \( \text{Ch}(\Sigma) \) are given by quadrature. In the above example, the system \((\omega^1, \omega^2, \omega^3)\) is a solvable system of \( \Sigma = \langle \theta \rangle \).

### 3 Differential equations and structure equations

In this section we shall consider, by means of simple examples, the relation between the differential equations and Pfaffian systems.

**a)** Take the first order equation on \( \mathbb{R}^2 = \{(x, y)\} \)

\[
\frac{\partial z}{\partial x} + \frac{1}{2} \left( \frac{\partial z}{\partial y} \right)^2 = 0. \tag{3.1}
\]

Setting on \( \mathbb{R}^4 = \{(x, y, z, q)\} \), \( \omega^1 = dx \), \( \omega^2 = dy - q dx \), \( \omega^3 = dz + \frac{1}{2} q^2 dy - q dy \), \( \omega^4 = dq \), we have

\[
\begin{align*}
    d\omega^1 &= 0, \\
    d\omega^2 &= \omega^1 \wedge \omega^4, \\
    d\omega^3 &= \omega^2 \wedge \omega^4, \\
    d\omega^4 &= 0. \tag{3.2}
\end{align*}
\]

Each integral of (3.1) defines a 2-dimensional integral manifold of \( \langle \omega^3 \rangle \) on which \( \omega^1 \) and \( \omega^2 \) are linearly independent. The equation (3.1) is left invariant by the
automorphism group of the absolute parallelism $\omega^1, \ldots, \omega^4$ on $\mathbb{R}^4$. The structure of this group is determined by the equation (3.2). The integration of the equation (3.1) depends deeply on the structure equation (3.2) of this group. In this case $(\omega^1, \omega^2, \omega^3)$ forms a solvable system of $\langle \omega^3 \rangle$. Therefore three independent first integrals of $\text{Ch}(\langle \omega^3 \rangle)$ are given by quadrature as

$$u_1 = q, \quad u_2 = z + \frac{1}{2} x q^2 - y q, \quad u_3 = y - x q;$$

and we have $\omega^3 = du_2 + u_3 du_1$. The formula

$$\begin{cases} 
  z + \frac{1}{2} x q^2 - y q = f(q), \\
  y - x q + f'(q) = 0
\end{cases}$$

gives an integral surface of the equation (3.1), where $f$ is a differentiable function and $f'$ denotes its derivative.

Conversely, we consider an absolute parallelism $\omega^1, \omega^2, \omega^3, \omega^4$ on $\mathbb{R}^4$ satisfying the equations

$$\begin{cases} 
  d\omega^1 \equiv 0, & d\omega^2 \equiv 0 \pmod{\omega^1, \omega^2}, \\
  d\omega^3 \equiv \omega^2 \wedge \omega^4 \pmod{\omega^3}.
\end{cases} \tag{3.3}$$

Let $x$ and $y$ be two independent first integrals of the completely integrable Pfaffian system $\omega^1 = \omega^2 = 0$. If we reduce $\omega^3$ to the submanifold defined by the equations $x = \text{const.}, y = \text{const.}$, then from the equation $d\omega^3 \equiv \omega^2 \wedge \omega^4 \pmod{\omega^3}$ we have $d\omega^3 \equiv 0 \pmod{\omega^3}$ on this submanifold. Therefore $\omega^3$ must be of the form

$$\omega^3 = a(dz - p \, dx - q \, dy),$$

where $a$ is a non-zero function. Since $\omega^1, \omega^2, \omega^3$ are linearly independent, the functions $x, y$ and $z$ are also independent.

By this procedure we can determine the functions $p$ and $q$ of the variables $x, y, z$ and another $t$:

$$p = p(x, y, z, t), \quad q = q(x, y, z, t); \tag{3.4}$$

and the same equation $d\omega^3 \equiv \omega^2 \wedge \omega^4 \pmod{\omega^3}$ implies

$$\text{rank} \left( \frac{\partial p}{\partial t}, \frac{\partial q}{\partial t} \right) = 1.$$
On a 2-dimensional integral manifold of $\omega^3 = 0$ on which $x$ and $y$ are still independent, $p$ and $q$ can be considered as the first partial derivatives of $z = z(x,y)$. Therefore the equation (3.4) can be regarded as a first-order differential equation. For example, the differential equation

$$\frac{\partial z}{\partial x} + \frac{1}{2} \left( \frac{\partial z}{\partial y} - f(x,y) \right)^2 = g(x,y)$$

belongs to the family determined by the structure equation (3.2), where $f(x,y)$ and $g(x,y)$ are differentiable functions satisfying the equation

$$\frac{\partial f}{\partial x} = \frac{\partial g}{\partial y}.$$ 

b) Next, we consider an absolute parallelism $\omega^1, \omega^2, \omega^3, \omega^4, \omega^5, \omega^6$ on $\mathbb{R}^6$ satisfying

$$\begin{cases} d\omega^1 \equiv 0, & d\omega^2 \equiv 0 \quad \text{(mod. } \omega^1, \omega^2), \\ d\omega^3 \equiv \omega^1 \land \omega^4 + \omega^2 \land \omega^5 \quad \text{(mod. } \omega^3), \\ d\omega^4 = 0 \quad \text{(mod. } \omega^3, \omega^4, \omega^5), \\ d\omega^5 = \omega^2 \land \omega^6 \quad \text{(mod. } \omega^3, \omega^4, \omega^5). \end{cases} \quad (3.5)$$

Let $x$ and $y$ be two independent first integrals of the completely Pfaffian integrable system $\omega^1 = \omega^2 = 0; \omega^3$ is expressed as

$$\omega^3 = a(dz - p dx - q dy) \quad (a \neq 0).$$

The functions $x, y, z, p$ and $q$ are independent first integrals of the completely integrable Pfaffian system $\omega^1 = \omega^2 = \omega^3 = \omega^4 = \omega^5 = 0$. Therefore $\omega^4$ and $\omega^5$ can be written by means of the exterior derivatives $dx, dy, dz, dp, dq$ and the formulas

$$dp - r dx - s dy = a_1 \omega^4 + a_2 \omega^5 + a_3 \omega^3$$
$$dq - s' dx - t dy = a_4 \omega^4 + a_5 \omega^5 + a_6 \omega^3$$

determine the functions $r, s, s', t$ and $a_i$'s of the variables $x, y, z, p, q$ and another $u$. From the equation $d\omega^3 \equiv \omega^1 \land \omega^4 + \omega^2 \land \omega^5$ (mod. $\omega^3$), one can verify that the function $s$ coincides with $s'$. Moreover, the equations $d\omega^4 = 0$, $d\omega^5 = \omega^2 \land \omega^6$ (mod. $\omega^3, \omega^4, \omega^5$) imply

$$\text{rank} \left( \frac{\partial r}{\partial u}, \frac{\partial s}{\partial u}, \frac{\partial t}{\partial u} \right) = 1.$$
Therefore the functions
\[ r = r(x, y, z, p, q, u), \quad s = s(x, y, z, p, q, u), \quad t = t(x, y, z, p, q, u) \]
determine a system of second-order partial differential equations. This family of systems of differential equations determined by an absolute parallelism satisfying (3.5) is the main subject of Cartan’s researches in his paper [5].

For example, take the system of differential equations (c.f. [5, §§ 13, 14])
\[
\frac{\partial^2 z}{\partial x^2} = 0, \quad \frac{\partial^2 z}{\partial x \partial y} = z - \frac{\partial z}{\partial x}.
\] (3.6)

Putting on \(\mathbb{R}^6 = \{(x, y, z, p, q, t)\} \) \(\omega^1 = dx, \quad \omega^2 = dy, \quad \omega^3 = dz - pdx - q dy, \quad \omega^4 = dp - (z - xp) dy, \quad \omega^5 = dq - (z - xp) dx - t dy, \) and \(\omega^6 = dt - (q - x(z - xp)) dx\) we have the structure equations
\[
\begin{cases}
\frac{\partial \omega^1}{\partial x} = 0, \quad \frac{\partial \omega^2}{\partial x} = 0, \\
\frac{\partial \omega^3}{\partial x} \equiv \omega^1 \wedge \omega^4 + \omega^2 \wedge \omega^5, \\
\frac{\partial \omega^4}{\partial x} \equiv \omega^2 \wedge \omega^3 - x \frac{\partial \omega^2}{\partial x} \wedge \omega^4, \\
\frac{\partial \omega^5}{\partial x} \equiv \omega^2 \wedge \omega^6 + \omega^1 \wedge \omega^3 - x \omega^1 \wedge \omega^4, \\
\frac{\partial \omega^6}{\partial x} \equiv \omega^1 \wedge \omega^5 - x \omega^1 \wedge \omega^3 - x^2 \omega^1 \wedge \omega^4 + K \omega^1 \wedge \omega^2,
\end{cases}
\]

where \(K = t - xq + x^2(z - xp).\) The absolute parallelism satisfies the equations (3.5). It is easy to see that the system \((\omega^2, \omega^3, \omega^4, \omega^5, \omega^6)\) forms a solvable system of \(\Sigma = (\omega^3, \omega^4, \omega^5).\) Five independent first integrals of the solvable system are given by quadrature as follows:
\[
u_1 = y, \quad \nu_2 = z - xp, \quad \nu_3 = p, \quad \nu_4 = q - x(z - xp), \quad \nu_5 = K,
\]
and we have (c.f. [5, §10, IV])
\[
\begin{cases}
\omega^3 - \omega^4 = \frac{\partial u_2}{\partial x} - \frac{\partial u_4}{\partial x} u_1 \\
\omega^4 = \frac{\partial u_3}{\partial x} - \frac{\partial u_2}{\partial x} u_1, \\
\omega^5 - \omega^3 = \frac{\partial u_4}{\partial x} - \frac{\partial u_5}{\partial x} u_1.
\end{cases}
\]

By this expression, the general integral surface of (3.6) is given by the formulas:
\[
p = f(y), \quad z - xp = f'(y), \quad q - x(z - xp) = f''(y), \quad t - x(q - x(z - xp)) = f'''(y)
\]
where \(f\) is a differentiable function and \(f', f''\) and \(f'''\) denote its derivatives.
4 Differential geometric structures

In the previous section we have seen that the integration of differential equation is deeply related to the structure equations of differential equations. In this section we shall consider the differential geometric structures for differential equations.

Let \( V_{-1} \) and \( V_0 \) be finite dimensional real vector spaces. We define by induction the real vector spaces \( V_k, k = 1, 2, \ldots \) as follows. Let \( V_1 = \text{Hom}(V_{-1}, V_0); V_{k-1} \) \((k \geq 2)\) being determined, we set

\[
V_k = \left\{ X \in \text{Hom}(V_{-1}, V_{k-1}) \mid X(u)(v) = X(v)(u), \, u, v \in V_{-1} \right\}.
\]

We have \( V_k \cong V_0 \otimes S^k(V_{-1}^*) \) as a vector space \((k = 0, 1, 2, \ldots)\), where \( S^k(V_{-1}^*) \) denotes the symmetric tensor space of the dual space \( V_{-1}^* \). For an integer \( k \geq 1 \) we set

\[
W_k(V_{-1}, V_0) = V_{-1} \oplus V_0 \oplus \cdots \oplus V_k \quad \text{(direct sum)},
\]

and we define the bracket operation \([,]\) on \( W_k(V_{-1}, V_0) \) as follows:

(i) For all \( X_{-1} \in V_{-1}, X_p \in V_p \) \((p \geq 1)\),

\[
[X_p, X_{-1}] = -[X_{-1}, X_p] = X_p(X_{-1});
\]

(ii) \([X, Y] = 0\) for any other combination

By this bracket operation, \( W_k(V_{-1}, V_0) \) becomes a nilpotent Lie algebra. It is easy to prove the following.

**Proposition 4.1**

(i) For a non-zero element \( X_{-1} \in V_{-1}, [X_{-1}, V_p] = V_{p-1} \) \((p \geq 1)\).

(ii) If \([X_{-1}, V_p] = (0)\) for \( X_p \in V_p \) \((p \geq 1)\), then \( X_p = 0\).

(iii) For an arbitrary subspace \( V_k^0 \) of \( V_k \),

\[
W_k^0(V_{-1}, V_0) = V_{-1} \oplus V_0 \oplus \cdots \oplus V_k^0 \quad \text{(direct sum)}
\]

is a Lie subalgebra of \( W_k(V_{-1}, V_0) \).
Example 4.1

(1) \( \dim V_{-1} = 1, \dim V_0 = 1 \). We have \( \dim V_k = 1 \) for any \( k \geq 1 \). There exists a basis \( Y_{-1}, Y_0, Y_1, \ldots, Y_k \) of \( W_k(V_{-1}, V_0) \) such that \( Y_p \in V_p \) \((1 \leq p \leq k) \) and \( [Y_{-1}, Y_p] = -Y_{p-1} \) \((1 \leq p \leq k) \).

(2) \( \dim V_{-1} = 2, \dim V_0 = 1 \). We have \( \dim V_k = k + 1 \) for any \( k \geq 1 \).

  (i) \( k = 1 \). There exists a basis \( Y_1, Y_2, Y_3, Y_4, Y_5 \) of \( W_k(V_{-1}, V_0) \) such that \( Y_1, Y_2 \in V_{-1}; Y_3 \in V_0; Y_4, Y_5 \in V_1 \) and

\[
[Y_1, Y_4] = -Y_3, \quad [Y_2, Y_5] = -Y_3
\]

and otherwise \([Y, Y] = 0\).

(ii) \( k = 2 \). There exists a basis \( Y_1, Y_2, Y_3, Y_4, Y_5, Y_6, Y_7, Y_8 \) of \( W_2(V_{-1}, V_0) \)
such that \( Y_1, Y_2 \in V_{-1}; Y_3 \in V_0; Y_4, Y_5 \in V_1; Y_6, Y_7, Y_8 \in V_2 \) and

\[
[Y_1, Y_4] = -Y_3, \quad [Y_2, Y_5] = -Y_3, \quad [Y_1, Y_6] = -Y_4
\]

\[
[Y_1, Y_7] = -Y_5, \quad [Y_2, Y_7] = -Y_4, \quad [Y_2, Y_8] = -Y_5
\]

and otherwise \([Y, Y] = 0\).

Let \( \pi : M \to N \) be a fibered manifold on a differentiable manifold \( N \) and \( J^k(M, \pi) \) the space of \( k \)-jets of local sections of \( \pi \). If \( \dim N = \dim V_{-1} \) and \( \dim M = \dim (V_{-1} \oplus V_0) \), \( W_k(V_{-1}, V_0) \) is regarded as the local structure of \( J^k(M, \pi) \), i.e. \( J^k(M, \pi) \cong W_k(V_{-1}, V_0) \) (locally diffeomorphic).

Let \( u^p : W_k(V_{-1}, V_0) \to V_p \) \((-1 \leq p \leq k)\) be the natural projection. We regard \( u^p \) as a vector-space valued function on \( W_k(V_{-1}, V_0) \), so that the system \((u^{-1}, u^0, \ldots, u^k)\) can be considered as a linear coordinate system on \( W_k(V_{-1}, V_0) \). We set \( \theta^{-1} = du^{-1}, \theta^p = du^p - [u^{p-1}, du^{-1}] \) \((0 \leq p \leq k - 1)\), \( \theta^k = du^k \) and \( \theta = \theta^{-1} + \theta^0 + \cdots + \theta^k \). \( \theta \) is a \( W_k(V_{-1}, V_0) \)-valued 1-form on \( W_k(V_{-1}, V_0) \). We have

\[
\begin{cases}
\frac{d\theta^{-1}}{d\theta^p} = 0 \\
\frac{d\theta^p + [\theta^{-1} \wedge \theta^{p+1}]}{d\theta^p} = 0 \quad (0 \leq p \leq k - 1).
\end{cases}
\]

For example, making use of the notations in Example 4.1, 2.(ii), we set \( u^{-1} = xX_1 + yX_2, u^0 = zX_3, u^1 = pX_4 + qX_5, u^2 = rX_6 + sX_7 + tX_8 \) and \( \theta = \sum_{i=1}^8 \omega^i X_i \).
Then we have \( \omega^1 = dx, \omega^2 = dy, \omega^3 = dz - p \, dx - q \, dy, \omega^4 = dp - r \, dx - s \, dy, \omega^5 = dq - s \, dx - t \, dy, \omega^6 = dr, \omega^7 = ds, \omega^8 = dt \) and

\[
\begin{align*}
    d\omega^1 &= 0, \\
    d\omega^2 &= 0, \\
    d\omega^3 &= \omega^1 \wedge \omega^4 + \omega^2 \wedge \omega^5, \\
    d\omega^4 &= \omega^1 \wedge \omega^6 + \omega^2 \wedge \omega^7, \\
    d\omega^5 &= \omega^1 \wedge \omega^7 + \omega^2 \wedge \omega^8.
\end{align*}
\]

Let \( \rho^k : W_k(V_{-1}, V_0) \to W_{k-1}(V_{-1}, V_0) (k \geq 1) \) be the natural projection, where we put \( W_0(V_{-1}, V_0) = V_{-1} \oplus V_0; W_k(V_{-1}, V_0) \) can be considered as a fibered manifold on \( W_{k-1}(V_{-1}, V_0) \) with the fiber \( \rho^k \).

**Definition 4.1** We shall say that a submanifold \( R_k \) of \( W_k(V_{-1}, V_0) \) is a local differential equation of order \( k \) if \( R_k \) admits an absolute parallelism and if there exist an open submanifold \( U \) of \( W_{k-1}(V_{-1}, V_0) \) such that \( \rho^k(R_k) = U \) and \( \rho^k|_{R_k} : R_k \to U \) is a fibered submanifold of \( \rho^k : (\rho^k)^{-1}(U) \to U \).

Let \( i : R_k \hookrightarrow W_k(V_{-1}, V_0) \) be the inclusion and \( \omega = i^*\theta \) the induced \( W_k(V_{-1}, V_0) \)-valued 1-form on \( R_k \). According to the direct sum decomposition of \( W_k(V_{-1}, V_0) \), we decompose \( \omega \) as \( \omega = \omega^{-1} + \omega^0 + \cdots + \omega^k \), where \( \omega^p \) (resp. \( \omega^k \)) is a \( V_p \)-valued 1-form (resp. \( V_k \)-valued 1-form) on \( R_k \) \((-1 \leq p \leq k - 1) \). Let \( n \) be the fiber dimension of \( \rho : R_k \to U \). Then there exist \( n \) linearly independent Pfaffian forms \( \omega_1, \ldots, \omega_n \) which are also linearly independent of the Pfaffian forms obtained from \( \omega^{-1}, \omega^0, \ldots, \omega^{k-1} \). We fix a \( n \)-dimensional vector subspace \( V_0^0 \) of \( V_k \) and its basis \( X_1, \ldots, X_n \) and we set \( \omega^k = \sum_{j=1}^n \omega^k_j X_j \). \( \omega^k \) is a \( V_0^0 \)-valued 1-form on \( R_k \). We define the differentiable mappings

\[
\begin{align*}
    F^k_p & : R_k \to \text{Hom}(V_p, V_k) \quad (-1 \leq p \leq k - 1), \\
    F^k_k & : R_k \to \text{Hom}(V_0^0, V_k)
\end{align*}
\]

by the formula

\[
d(u^k \circ i) = F^k_{k-1}(\omega^{-1}) + \cdots + F^k_k(\omega^k);
\]

and we define the differentiable mapping

\[
T : R_k \to \text{Hom}(V_{-1} \times V_0^0, V_{k-1})
\]
by the formula
\[ T_x(X_{-1}, X_k) = [X_{-1}, F^k_k(x)](X_k) \quad (x \in R_k, X_{-1} \in V_{-1}, X_k \in V^0_k). \]

Since the rank of the inclusion \( i \) is maximal on \( R_k \), the linear mapping \( F^k_k(x) : V^0_k \to V_k \) \((x \in R_k)\) is injective. Therefore \( T \) has the following property:

\( (C_1) \) For each \( x \in R_k \), \( T_x(V_{-1}, X_k) = 0 \) \((X_k \in V^0_k)\) implies \( X_k = 0 \).

It is also easy to prove the following properties:

\( (C_2) \)

(i) \( d\omega^{-1} \equiv 0 \mod. \omega^{-1} \);

(ii) \( (k \geq 2) \) For \( p = 0, 1, \ldots, k - 2 \),
\[ d\omega^p + [\omega^{-1} \land \omega^{p-1}] \equiv 0 \quad (\mod. \omega^0, \ldots, \omega^p); \]

(iii) \( d\omega^{k-1} + T(\omega^{-1} \land \omega^k) \equiv 0 \mod. \omega^{-1} \land \omega^{-1}, \omega^0, \ldots, \omega^{k-1} \).

We have thus proved that for each local differential equation of order \( k \) there exist a differentiable mapping \( T : R_k \to \text{Hom}(V_{-1} \times V^0_k : V_k) \) and an absolute parallelism \( \omega = \omega^{-1} + \omega^0 + \cdots + \omega^k \) satisfying the above conditions \((C_1), (C_2)\).

**Theorem 4.1** Let \( V^0_k \) be a subspace of \( V_k \) and put \( W^0_k = V_{-1} \oplus V_0 \oplus \cdots \oplus V^0_k \) (direct sum). Let \( R_k \) be a differentiable manifold with \( \dim R_k = \dim W^0_k \). If there exists a \( W^0_k \)-valued absolute parallelism \( \omega = \omega^{-1} + \omega^0 + \cdots + \omega^k \) and a differentiable mapping \( T : R_k \to \text{Hom}(V_{-1} \times V^0_k : V_k) \) satisfying the conditions \((C_1) \) and \((C_2)\), then \( R_k \) can be locally embedded into \( W_k(V_{-1}, V_0) \) as a local differential equation of order \( k \).

**Proof.** Since \( \omega \) gives rise to an isomorphism \( \omega_x : T_x(R_k) \cong W^0_k \) \((x \in R_k)\) one can consider the inverse mapping of \( \omega_x \), say \( \tau_x : W^0_k \cong T_x(R_k). \) \( \tau \) has the property: \( \omega^p((\tau(X_q))) = \delta^p_{q}X_q, X_q \in V_q \) \((-1 \leq p, q \leq k)\). By the condition (i) of \((C_2)\), we can find differentiable mappings \( v^{-1} : R_k \to V_{-1} \) and \( A_{-1} : R_k \to \text{GL}(V_{-1}) \) such that \( \omega^{-1} = A_{-1}(dv^{-1}) \). Since the system \( \omega^{-1} = \omega^0 = 0 \) is completely integrable, there
exists a differentiable mapping \( v^0 : R_k \to V_0 \) such that the system \( dv^{-1} = dv^0 = 0 \) is equivalent to the system \( \omega^{-1} = \omega^0 = 0 \). Therefore, \( \omega^0 \) can be written as

\[
\omega^0 = A_0(dv^0 - v^1 dv^{-1}),
\]

where \( A_0 \) denotes a differentiable mapping \( A_0 : R_k \to \text{GL}(V_0) \) and \( v^1 \) denotes a differentiable mapping \( v^1 : R_k \to \text{Hom}(V_{-1}, V_0) = V_1 \). If \( k = 1 \) the argument comes to an end. Let \( k \geq 2 \). Consider the following proposition \((P_j)\) for \( 1 \leq j \leq k\):

\((P_j)\) There exist differentiable mappings \( v^{-p} : R_k \to V_p \) and \( A_p : R_k \to \text{GL}(V_p) \), \( p = -1, 0, 1, \ldots, j \), such that

1. \( dv^{-1}, dv^0, \ldots, dv^{j-1} \) are linearly independent;
2. \( \omega^j = A_{-1}(dv^{-1}), \omega^0 = A_0(dv^0 - v^1 dv^{-1}) \) and for \( p = 1, 2, \ldots, j - 1 \),
   \[
   \omega^p = A_p(dv^p - v^{p-1} dv^{-1}) \quad \text{(mod. } \omega^0, \ldots, \omega^{p-1}).
   \]

We have proved \((P_1)\). For an integer \( 1 \leq j \leq k - 1 \), assume that \((P_j)\) is established. From the inequality \( 0 \leq j - 1 \leq k - 2 \) and condition (ii) of \((C_2)\) we have

\[
d\omega^{j-1} \equiv -[\omega^{-1} \wedge \omega^j] \quad \text{(mod. } \omega^0, \ldots, \omega^{j-1}).
\]

From (2) of \((P_j)\) we have

\[
d\omega^{j-1} \equiv -A_{j-1}(dv^j \wedge dv^{-1}) \quad \text{(mod. } \omega^0, \ldots, \omega^{j-1}).
\]

These two equations yield

\[
A_{j-1}(dv^j \wedge dv^{-1}) \equiv [\omega^{-1} \wedge \omega^j] \quad \text{(mod. } \omega^0, \ldots, \omega^{j-1}). \tag{4.1}
\]

Substituting \( \tau(X_p) \wedge \tau(X_{-1}) \), \( X_{-1} \in V_{-1}, X_p \in V_p \) \((j + 1 \leq p \leq k)\) to this equation, we obtain

\[
(dv^j(\tau(X_p)))(A_{-1}^{-1}(X_{-1})) = 0
\]

and hence

\[
dv^j(\tau(X_p)) = 0 \quad \text{(} X_p \in V_p, \ p = j + 1, \ldots, k). \tag{4.2}
\]
Substituting \( \tau(X_j) \wedge \tau(X_{-1}) \), \( X_{-1} \in V_{-1} \), \( X_j \in V_j \) to equation (4.1), we have
\[
A_{j-1} \left( dv^j(\tau(X_j)) \right) \left( A_{-1}^{-1}(X_{-1}) \right) = -[X_{-1}, X_j]
\]
and hence
\[
dv^j(\tau(X_j)) = A_{j-1}^{-1} \circ X_j \circ A_{-1}.
\] (4.3)

The equation (4.2) implies that \( dv^j \) is expressed as
\[
dv^j = B_j(\omega^j) \quad \text{(mod. } \omega^{-1}, \omega^0, \ldots, \omega^{j-1})
\] (4.4)

and the equation (4.3) implies that the differentiable mapping \( B_j : R_k \to \text{Hom}(V_j, V_j) \) is given by the formula
\[
B_j(X_j) = A_{j-1}^{-1} \circ X_j \circ A_{-1} \quad (X_j \in V_j),
\]
so that \( B_j(x) \) is non-singular for any \( x \in R_k \). Therefore one can see that \( dv^{-1}, dv^0, \ldots, dv^j \) are linearly independent. By equation (4.4), \( \omega^j \) can be written as
\[
\omega^j = A_j(dv^j - v^{j+1} dv^{-1}) \quad \text{(mod. } \omega^0, \ldots, \omega^{j-1}).
\]
where \( A_j = B_j^{-1} \) and \( v^{j+1} \) denotes a differentiable mapping \( v^{j+1} : R_k \to \text{Hom}(V_{-1}, V_j) \). Substituting \( \tau(X_{-1}), X_{-1} \in V_{-1} \), to this equation, we have
\[
dv^j(\tau(X_{-1})) = v^{j+1}(A_{-1}^{-1}(X_{-1})).
\]
Substituting \( \tau(X_{-1}) \wedge \tau(Y_{-1}) \), \( X_{-1}, Y_{-1} \in V_{-1} \), to equation (4.1), we obtain
\[
dv^j(\tau(X_{-1}))(A_{-1}^{-1}(Y_{-1})) = dv^j(\tau(Y_{-1}))(A_{-1}^{-1}(X_{-1})).
\]
These two equations imply
\[
v^{j+1}(X_{-1})(Y_{-1}) = v^{j+1}(Y_{-1})(X_{-1})
\]
for any \( X_{-1}, Y_{-1} \in V_{-1} \), so that \( v^{j+1}(x) \) lies in \( V_{j+1} \) for any \( x \in R_k \). Thus we can establish by induction the proposition (P_{j+1}) and hence (P_k). Define the differentiable mapping \( F : R_k \to W_k(V_{-1}, V_0) \) by the formula
\[
u^p \circ F = v^p \quad (-1 \leq p \leq k)
and put
\[ dv^k \equiv v_k^k(\omega^k) \quad (\text{mod. } \omega^{-1}, \omega^0, \ldots, \omega^{k-1}) \].

If \( v_k^k(x) \in \text{Hom}(V_0^0, V_k) \) is injective for any \( x \in R_k \), \( F \) is an immersion and determines locally an embedding. From the proposition (P\(_k\)) we have
\[
d\omega^{k-1} \equiv -A_{k-1}(dv^k \land A_{-1}^{-1}(\omega^{-1})) \quad (\text{mod. } \omega^0, \ldots, \omega^{k-1})
\]
\[
\equiv -A_{k-1}(v_k^k(\omega^k) \land A_{-1}^{-1}(\omega^{-1})) \quad (\text{mod. } \omega^{-1} \land \omega^{-1}, \omega^0, \ldots, \omega^{k-1}) .
\]

By the condition (iii) of (C\(_2\)) we obtain
\[
A_{k-1}(v_k^k(\omega^k) \land A_{-1}^{-1}(\omega^{-1})) \equiv T(\omega^{-1} \land \omega^k) \quad (\text{mod. } \omega^{-1} \land \omega^{-1}, \omega^0, \ldots, \omega^{k-1}) .
\]

Substituting \( \tau(X_{-1}) \land \tau(X_k) \), \( X_{-1} \in V_{-1} \), \( X_k \in V_0^0 \) to this equation, we have
\[
A_{k-1}(v_k^k(X_k))(A_{-1}^{-1}(X_{-1})) = T(X_{-1}, X_k) .
\]

If \( v_k^k(X_k) = 0 \), then \( T(X_{-1}, X_k) = 0 \) for any \( X_{-1} \in V_{-1} \). From condition (C\(_1\)) we obtain \( X_k = 0 \). Hence \( v_k^k(x) \in \text{Hom}(V_0^0, V_k) \) is injective for any \( x \in R_k \). Set \( \tilde{\rho} = \rho^k \circ F \). By the definition of \( F \) we have
\[
u^p \circ \tilde{\rho} = u^p \circ \rho^k \circ F = u^p \circ F = v^p \quad (-1 \leq p \leq k - 1).
\]

This relation and (1) of the proposition (P\(_k\)) imply that \( \tilde{\rho} \) is a submersion. Therefore \( F \) determines locally a local differential equation of order \( k \).

\[ \square \]

**Remark 4.1** By virtue of this theorem, a system \((R_k, W_0^k, T, \omega)\) satisfying the conditions stated in the theorem may be also called a local differential equation of order \( k \).

### 5 Equivalence

Let \( V_k^0 \) be a subspace of \( V_k \) \((k \geq 1)\). We set \( W_k^0 = V_{-1} \oplus V_0 \oplus \cdots \oplus V_k^0 \) and \( D^p = V_p \oplus V_{p-1} \oplus \cdots \oplus V_k^0 \), \( p = 0, 1, \ldots, k \). We define the Lie subgroup \( G(W_k^0) \) of \( \text{GL}(W_k(V_{-1}, V_0)) \) as follows:

\[
G(W_k^0) = \left\{ g \in \text{GL}(W_k(V_{-1}, V_0)) \mid g(V_{-1} \oplus V_k^0) = V_{-1} \oplus V_k^0 , \ g(D^p) \quad (0 \leq p \leq k) \right\}.
\]
Definition 5.1 We shall say that two local differential equations \((R_k, W^0_k, T, \omega)\) and \((R_k, W^0_k, T', \omega')\) are structurally equivalent if there exists a differentiable mapping \(A : R_k \to G(W^0_k)\) such that \(\omega' = A(\omega)\).

Definition 5.2 A local differential equations \((R_k, W^0_k, T, \omega)\) will be said of type \(W^0_k\) if \(T_x(X_{-1}, X_k) = [X_{-1}, X_k]_0\) for all \(x \in R_k, X_{-1} \in V_{-1}, X_k \in V^0_k\) and if \(\omega\) satisfies the condition:

\[
(C'_2) \quad (i) \ d\omega^{-1} \equiv 0 \pmod{\omega^{-1}};

(ii) \text{ For } p = 0, 1, \ldots, k - 1, \quad d\omega^p + [\omega^{-1} \wedge \omega^{p-1}]_0 \equiv 0 \pmod{\omega^0, \ldots, \omega^p},
\]

where \([\cdot, \cdot]_0\) denotes the natural bracket operation \(W^0_k\) (cf. Proposition 4.1).

Remark 5.1 Almost all local differential equations which admit a lot of solutions turn out to be structurally equivalent to a local differential equation of type \(W^0_k\) for some \(V^0_k\).

Example 5.1 Take the system of second order differential equations

\[
\frac{\partial^2 z}{\partial x^2} = 0, \quad \frac{\partial^2 z}{\partial x \partial y} = z.
\]

Putting on \(\mathbb{R}^6 = \{(x, y, z, p, q, t)\}, \omega^1 = dx, \omega^2 = dy, \omega^3 = dz - px - qdy, \omega^4 = dp - zdy, \omega^5 = dq - zdx - tdy\) and \(\omega^6 = dt\), we have

\[
\begin{align*}
\frac{d\omega^1}{\partial x} &= 0, \quad \frac{d\omega^2}{\partial x} \equiv 0, \\
\frac{d\omega^3}{\partial x} &= \omega^1 \wedge \omega^4 + \omega^2 \wedge \omega^5, \\
\frac{d\omega^4}{\partial x} &= \omega^2 \wedge \omega^3 + p \omega^1 \wedge \omega^2, \\
\frac{d\omega^5}{\partial x} &= \omega^2 \wedge \omega^6 - \omega^1 \wedge \omega^3 - q \omega^1 \wedge \omega^2, \\
\frac{d\omega^6}{\partial x} &= 0.
\end{align*}
\]

Since one can not remove the terms \(p \omega^1 \wedge \omega^2\) and \(q \omega^1 \wedge \omega^2\), \(\omega\) is not of type \(W^0_2\) for any \(V^0_2 \subset V_2\). On the other hand, the given system (5.1) has no solutions except \(z = 0\).
Proposition 5.1 Let $P$ be a differentiable manifold with $\dim P \geq \dim W^0_k$. Suppose there exists a $W^0_k$-valued 1-form $\omega = \omega^{-1} + \omega^0 + \cdots + \omega^k$ such that $\omega_p : T_p(P) \to W^0_k$ is surjective for any $p \in P$ and $d\omega \equiv 0 \pmod{\omega}$. If $\omega$ satisfies the condition $(C'_2)$ in Definition 5.2, then $(P, W^0_k, \omega)$ determines locally a local differential equation of type $W^0_k$.

Proof. Since $\omega = 0$ is completely integrable, there exists, for each $p \in P$, an open neighborhood $U$ of $p$, a differentiable manifold $R_k$ with $\dim R_k = \dim W^0_k$ and a fiber $\pi : U \to R_k$ such that each fiber is a maximal integral manifold of $\omega|_U = 0$. Let $\sigma : R_k \to U$ be a differentiable cross section of $\pi$ and put $\overline{\omega} = \sigma^* \omega$. Then it is clear that $(R_k, W^0_k, \overline{\omega})$ is a local differential equation of type $W^0_k$. In general, the obtained system depends on the choice of cross sections.

For a subspace $V^0_k$ of $V_k$ we set

$$(V^0_k)^{(1)} = \left\{ X \in \text{Hom}(V_{-1}, V^0_k) \mid X(u)(v) = X(v)(u), u, v \in V_{-1} \right\}.$$

For a subspace $U$ of $V_{-1}$, we set

$$V^0_k(U) = \left\{ X_k \in V^0_k \mid X_k(u) = 0, u \in U \right\}.$$

Definition 5.3 A subspace $V^0_k$ of $V_k$ is said involutive if there exists a series of subspaces $(0) \subset U_0 \subset U_1 \subset \cdots \subset U_{n-1} \subset U_n = V_{-1}$ with $\dim U_i = i$ such that

$$\dim(V^0_k)^{(1)} = \sum_{i=0}^{n} \dim V^0_k(U_i).$$

A local differential equation $(R_k, W^0_k, \omega)$ of type $W^0_k$ is said involutive if $V^0_k$ is involutive.

Example 5.2 We use the notation of Example 4.1. By the symbol $U = (X_1, X_2, \ldots, X_n)$ we mean that the vector space $U$ is spanned by the basis $X_1, X_2, \ldots, X_n$.

(1) $\dim V_{-1} = 1$, $\dim V_0 = 1$. 


(i) \( k = 1 \). Then \( W^0_1 = V - 1 \oplus V_0 = (X_1, X_2) \) with \([X_1, X_2] = 0\). A
\( W^0_1 \)-valued 1-form \( \omega = \omega^1 X_1 + \omega^2 X_2 \) is of type \( W^0_1 \) if it satisfies
\[
\begin{align*}
d\omega^1 &\equiv 0 \pmod{\omega^1}, \\
d\omega^2 &\equiv 0 \pmod{\omega^2}.
\end{align*}
\]

(ii) \( k = 2 \). Then \( W^0_2 = V - 1 \oplus V_0 \oplus V_1 = (X_1, X_2, X_3) \) with \([X_1, X_3] = -X_2\)
and otherwise \([X_i, X_j] = 0\). \( \omega = \omega^1 X_1 + \omega^2 X_2 + \omega^3 X_3 \) is of type \( W^0_2 \)
if it satisfies
\[
\begin{align*}
d\omega^1 &\equiv 0 \pmod{\omega^1}, \\
d\omega^2 &\equiv \omega^1 \wedge \omega^3 \pmod{\omega^2}, \\
d\omega^3 &\equiv 0 \pmod{\omega^2, \omega^3}.
\end{align*}
\]
The Pfaffian system \( \Sigma = (\omega^2, \omega^3) \) determines a family of second-order ordinary differential equations.

(2) \( \dim V - 1 = 2, \dim V_0 = 1 \).

(i) \( k = 1 \). Let \( V^0_1 \) be a 1-dimensional subspace of \( V \).

The we can choose a basis \( X_1, X_2, X_3, X_4 \) of \( W^0_1 \) such that \( X_1, X_2 \in V - 1, X_3 \in V_0, X_4 \in V^0_1 \)
and \([X_2, X_4] = -X_3 \) and otherwise \([X_i, X_j] = 0\). \( \omega = \sum_{i=1}^4 \omega^i X_i \) is of type \( W^0_1 \) if it satisfies
\[
\begin{align*}
d\omega^1 &\equiv 0 \pmod{\omega^1}, \\
d\omega^2 &\equiv 0 \pmod{\omega^2} \pmod{\omega^3}, \\
d\omega^3 &\equiv \omega^2 \wedge \omega^4 \pmod{\omega^3}.
\end{align*}
\]
We have already seen this structure equation in Section 3.

(ii) \( k = 2 \). Let \( V^0_2 \) be a 2-dimensional subspace of \( V \). Then the Lie algebra \( W^0_2 \) is isomorphic to the following three Lie algebras.

(a) \( W^0_2 = (X_1, X_2, X_3, X_4, X_5, X_6, X_7) \) with
\[
[X_1, X_4] = -X_3, \quad [X_2, X_5] = -X_3, \quad [X_1, X_6] = -X_4, \\
[X_1, X_7] = -X_5, \quad [X_2, X_7] = -X_4, \quad [X_2, X_6] = X_5
\]
and otherwise \([X_i, X_j] = 0\); \( \omega = \sum_{i=1}^7 \omega^i X_i \) is of type \( W^0_2 \) if it satisfies
\[
\begin{align*}
d\omega^1 &\equiv 0 \pmod{\omega^1, \omega^2}, \\
d\omega^2 &\equiv 0 \pmod{\omega^1, \omega^2}, \\
d\omega^3 &\equiv \omega^1 \wedge \omega^4 + \omega^2 \wedge \omega^5 \pmod{\omega^3}, \\
d\omega^4 &\equiv \omega^1 \wedge \omega^6 + \omega^2 \wedge \omega^7 \pmod{\omega^5, \omega^4, \omega^5}, \\
d\omega^5 &\equiv \omega^1 \wedge \omega^7 - \omega^2 \wedge \omega^6 \pmod{\omega^3, \omega^4, \omega^5}.
\end{align*}
\]
(b) \( W^o_2 = (X_1, X_2, X_3, X_4, X_5, X_6, X_7) \) with
\[
[X_1, X_4] = -X_3 \quad [X_2, X_5] = -X_3 \\
[X_1, X_6] = -X_4 \quad [X_2, X_7] = -X_5
\]
and otherwise \([X_i, X_j] = 0; \omega = \sum_{i=1}^{7} \omega^i X_i \) is of type \( W^o_2 \) if it satisfies
\[
\begin{align*}
d\omega^1 &\equiv 0, \quad d\omega^2 \equiv 0 \pmod{\omega^1, \omega^2}, \\
d\omega^3 &\equiv \omega^4 \wedge \omega^5 + \omega^2 \wedge \omega^5 \pmod{\omega^3}, \\
d\omega^4 &\equiv \omega^1 \wedge \omega^6 \pmod{\omega^3, \omega^4, \omega^5}, \\
d\omega^5 &\equiv \omega^2 \wedge \omega^7 \pmod{\omega^3, \omega^4, \omega^5}.
\end{align*}
\]

Let \( V^o_2 \) be a 1-dimensional involutive subspace of \( V_2 \). Then there is only one case up to isomorphic algebra.

(c) \( W^o_2 = (X_1, X_2, X_3, X_4, X_5, X_6) \) with
\[
[X_1, X_4] = -X_3 \quad [X_2, X_5] = -X_3 \quad [X_2, X_6] = -X_5
\]
and otherwise \([X_i, X_j] = 0; \omega = \sum_{i=1}^{6} \omega^i X_i \) is of type \( W^o_2 \) if it satisfies
\[
\begin{align*}
d\omega^1 &\equiv 0, \quad d\omega^2 \equiv 0 \pmod{\omega^1, \omega^2}, \\
d\omega^3 &\equiv \omega^4 \wedge \omega^5 + \omega^2 \wedge \omega^5 \pmod{\omega^3}, \\
d\omega^4 &\equiv 0 \pmod{\omega^3, \omega^4, \omega^5}, \\
d\omega^5 &\equiv \omega^2 \wedge \omega^6 \pmod{\omega^3, \omega^4, \omega^5}.
\end{align*}
\]

We have already discussed this case in Section 3.

6 Lie algebraic aspects of differential equations

In this section we shall consider the Lie-algebraic aspect of local differential equations. Let \( V^o_k \) be a subspace of \( V_k \). We set
\[
W^o_k(V^o_k) = V_{-1} \oplus V_0 \oplus \cdots \oplus V_k^o, \quad D^p = V_p \oplus V_{p-1} \oplus \cdots \oplus V_k^0 \quad (0 \leq p \leq k).
\]

We define the Lie algebra \( J(W^o_k(V^o_k)) \) as follows:
\[
J_k(W^o_k(V^o_k)) = \left\{ X \in \text{gl}(W^o_k(V^o_k)) \left| \begin{array}{c}
X(V_{-1} \oplus V_k^0) \subset V_{-1} \oplus V_k^0, \ X(D^p) \\
in D^p \ (0 \leq p \leq k)
\end{array} \right. \right\}.
\]
Every element of $\mathcal{J}_k(W^0_k(V^0_0))$ is of the form:

\[
\begin{pmatrix}
V_{-1} V_0 V_1 \cdots V_{k-1} V^0_k \\
* 0 0 \cdots 0 0 \\
0 * 0 \cdots 0 0 \\
0 * * \cdots 0 0 \\
\vdots \vdots \ddots \vdots \\
0 * * \cdots * 0 \\
* * * \cdots * *
\end{pmatrix}
\begin{pmatrix}
V_{-1} \\
0 \\
V_0 \\
V_1 \\
\vdots \\
V_{k-1} \\
V^0_k
\end{pmatrix}
\]

where $*$ denotes a certain matrix. We define a mapping $\partial : \text{Hom}(W^0_k, \mathcal{J}_k(W^0_k)) \to \text{Hom}(W^0_k, \wedge W^0_k: W^0_k)$ by the formula

\[
(\partial S)(X \wedge Y) = S(X)(Y) - S(Y)(X),
\]

for all $S \in \text{Hom}(W^0_k, \mathcal{J}_k(W^0_k))$ and all $X, Y \in W^0_k$, where we put $W^0_k = W^0_k(V^0_k)$.

**Definition 6.1** Let $\mathcal{J}$ be a Lie algebra. A system $(\mathcal{J}, \mathcal{M}, \mathcal{J}_0)$ will be called a differential Lie algebra if it satisfies the following conditions:

1. $\mathcal{J}_0$ is a Lie subalgebra of $\mathcal{J}$ and $\mathcal{M}$ is a vector subspace of $\mathcal{J}$ such that $\mathcal{J} = \mathcal{M} \oplus \mathcal{J}_0$ (direct sum);

2. For some subspaces $V_{-1}, V_0$ and $V^0_k$ of $\mathcal{M}$, we have $\mathcal{M} = W^0_k(V^0_0)$;

3. The linear isotropy representation $\rho : \mathcal{J}_0 \to \text{gl}(\mathcal{M})$ ($\rho(X_0)(X) =$ the $m$-component of $[X_0, X]$, $X_0 \in \mathcal{J}_0$, $X \in \mathcal{M}$) has its values in $\mathcal{J}_k(W^0_k(V^0_0))$;

4. Let $\alpha : \mathcal{M} \wedge \mathcal{M} \to \mathcal{M}$ be the linear mapping defined by the formula

\[
\alpha(X \wedge Y) = \text{the $m$-component of } [X, Y], \quad X, Y \in \mathcal{M}.
\]

There exists an element $S \in \text{Hom}(\mathcal{M}, \mathcal{J}_k(W^0_k))$ such that

\[
\alpha(X \wedge Y) = [X, Y]_0 + (\partial S)(X \wedge Y),
\]

where $[,]_0$ denotes the natural bracket operation on $W^0_k(V^0_k)$. If $\mathcal{J}_0 = (0)$, $\mathcal{J}$ ($= \mathcal{M}$) will be called fundamental.
**Theorem 6.1** Let \((\mathcal{J}, \mathcal{M}, \mathcal{J}_0)\) be a differential Lie algebra. Let \(G\) be a Lie group corresponding to the Lie algebra \(\mathcal{J}\) and let \(\theta\) be the Maurer-Cartan form of \(G\). Then the \(\mathcal{M}\)-component \(\omega\) of \(\theta\) with respect to the decomposition \(\mathcal{J} = \mathcal{M} \oplus \mathcal{J}_0\) determines locally a local differential equation.

**Proof.** Let \(\mathcal{M} = W^0_k(V^0_k)\) for the subspaces \(V_{-1}, V_0\) and \(V^0_k\) of \(\mathcal{M}\). We set \(\theta = \omega + \omega_0\), \(\omega_0\) being the \(\mathcal{J}_0\)-component of \(\theta\). Then from the structure equation of Maurer-Cartan we obtain
\[
d\omega + \frac{1}{2} \alpha(\omega \wedge \omega) - \rho(\omega_0) \wedge \omega = 0
\]
and hence
\[
d\omega + \frac{1}{2}[\omega \wedge \omega]_0 + \frac{1}{2}(\partial S)(\omega \wedge \omega) - \rho(\omega_0) \wedge \omega = 0.
\]
Since \(S(X)\) and \(\rho(X_0)\) \((X \in \mathcal{M}, X_0 \in \mathcal{J}_0)\) lie in \(\mathcal{J}_k(W^0_k)\), we have
\[
d\omega^{-1} \equiv 0 \pmod{\omega^{-1}}
\]
and for \(p = 0, 1, \ldots, k - 1\)
\[
d\omega^p + [\omega^{-1} \wedge \omega^{p-1}]_0 \equiv 0 \pmod{\omega^0, \omega^1, \ldots, \omega^p}.
\]
Therefore the theorem follows from Proposition 5.1.

\[\square\]

**Example 6.1** We define the 6-dimensional Lie algebra \(\mathcal{J} = (X_1, X_2, X_3, X_4, X_5, X_6)\) by the following bracket operations:
\[
[X_1, X_4] = -X_2, \quad [X_1, X_5] = -X_1, \quad [X_2, X_4] = -X_3, \quad [X_2, X_5] = -X_2 \\
\]
and otherwise \([X_i, X_j] = 0\). Set \(\mathcal{M} = (X_1, X_2, X_3, X_4)\) and \(\mathcal{J}_0 = (X_5, X_6)\). Then \((\mathcal{J}, \mathcal{M}, \mathcal{J}_0)\) is a differential Lie algebra of order 1. Let \(G\) be a connected Lie group corresponding to the Lie algebra \(\mathcal{J}\) and let \(\omega\) be the Maurer-Cartan form.
of $G$. Setting $\omega = \sum_{i=1}^6 \omega^i X_i$ we have

$$
\begin{align*}
  d\omega^1 &= \omega^1 \wedge \omega^5 , \\
  d\omega^2 &= \omega^1 \wedge \omega^4 + \omega^2 \wedge (\omega^5 + \omega^6) , \\
  d\omega^3 &= \omega^2 \wedge \omega^4 + \omega^3 \wedge (\omega^5 + 2\omega^6) , \\
  d\omega^4 &= \omega^4 \wedge \omega^6 , \\
  d\omega^5 &= 0 , \\
  d\omega^6 &= 0 .
\end{align*}
$$

The differential equation (3.1) considered in Section 3 belongs to this homogeneous case. The differential equation is left invariant by the Lie group, which can be considered as a subgroup of the contact transformation group.

**Theorem 6.2** If $\mathcal{J} = \mathcal{J}_{-1} + \mathcal{J}_0 + \mathcal{J}_1$ (direct sum) is a semi-simple graded Lie algebra, i.e. $[\mathcal{J}_i, \mathcal{J}_j] \subset \mathcal{J}_{i+j}$ ($i, j = 0, \pm 1, \pm 2, \ldots$), where we put $\mathcal{J}_p = (0)$ for $p \leq -2$ and $p \geq 2$, then $\mathcal{J}$ has a structure of fundamental differential Lie algebra.

**Proof.** Let $B$ be the Killing-Cartan form of $\mathcal{J}$. The linear endomorphism $s$ of $\mathcal{J}$ defined by

$$
s(X_{-1} + X_0 + X_1) = -X_{-1} + X_0 - X_1 \quad (X_{-1} \in \mathcal{J}_{-1}, X_0 \in \mathcal{J}_0, X_1 \in \mathcal{J}_1)
$$

is an involutive automorphism of $\mathcal{J}$. Hence

$$
B(X_1, X_0) = B(s(X_1), s(X_0)) = B(-X_1, X_0) = -B(X_1, X_0)
$$

$(X_0 \in \mathcal{J}_0, X_1 \in \mathcal{J}_1)$. Therefore we have

$$
B(\mathcal{J}_1, \mathcal{J}_0) = 0 . \quad (6.1)
$$

Let $X_1 \in \mathcal{J}_1$ be an element satisfying $[X_1, \mathcal{J}_{-1}] = (0)$. For $Y_{-1} \in \mathcal{J}_{-1}$ and $Z_i \in \mathcal{J}_i$ ($i = -1, 0, 1$), we have $\text{ad}(X_1) \circ \text{ad}(Y_{-1})(Z_{-1}) = 0$,

$$
\text{ad}(X_1) \circ \text{ad}(Y_{-1})(Z_0) = [X_1, [Y_{-1}, Z_0]] = 0
$$

and

$$
\text{ad}(X_1) \circ \text{ad}(Y_{-1})(Z_1) = -[Y_{-1}, [Z_1, X_1]] - [Z_1, [X_1, Y_{-1}]] = 0 .
$$
Hence
\[ B(X_1, J_{-1}) = 0. \tag{6.2} \]

For \( Y_1 \in J_1 \) and \( Z_i \in J_i \) \((i = -1, 0, 1)\), we have
\[
\text{ad}(X_1) \circ \text{ad}(Y_1)(Z_{-1}) = -[Y_1, [Z_{-1}, X_1]] - [Z_{-1}, [X_1, Y_1]] = 0,
\]
\[
\text{ad}(X_1) \circ \text{ad}(Y_1)(Z_0) = 0 \text{ and } \text{ad}(X_1) \circ \text{ad}(Y_1)(Z_1) = 0. \]
Hence
\[ B(X_1, J_0) = 0. \tag{6.3} \]

These three relations (6.1), (6.2) and (6.3) yield \( B(X_1, J) = 0 \). Since \( J \) is semi-simple, this implies \( X_1 = 0 \). Therefore \( J_1 \) can be considered a subspace of \( \text{Hom}(J_{-1}, J_0) \) by the mapping \( h : J_1 \to \text{Hom}(J_{-1}, J_0) \) defined by \( h(X_1)(X_{-1}) = [X_1, X_{-1}] \), \( X_1 \in J_1 \), \( X_{-1} \in J_{-1} \). Next, we define the element \( S \in \text{Hom}(J, J_1(W^0_1(J_1))) \) by the formulas:
\[
S(X_{-1}) = 0, \quad S(X_1) = 0, \quad S(X_0)(Y_{-1}) = [X_0, Y_{-1}],
\]
\[
S(X_0)(Y_0) = \frac{1}{2}[X_0, Y_0], \quad S(X_0)(Y_1) = [X_0, Y_1],
\]
\( X_{-1}, Y_{-1} \in J_{-1}, X_0, Y_0 \in J_0, X_1, Y_1 \in J_1 \). Then we have
\[
[X, Y] = [X, Y]_0 + (\partial S)(X \wedge Y)
\]
for all \( X, Y \in J \).

The simple real Lie algebras having the structure stated in Theorem 6.2 are classified in S. Kobayashi and T. Nagano [11]. Among these simple Lie algebras \( \text{sl}(2 : \mathbb{R}) \) is the simplest example. Moreover \( \text{sl}(2 : \mathbb{R}) \) has the structure of a differential Lie algebra which is not fundamental. Set
\[
\mathcal{M} = \left\{ \begin{pmatrix} 0 & a \\ b & 0 \end{pmatrix} \left| \ a, b \in \mathbb{R} \right. \right\}, \quad \mathcal{J}_0 = \left\{ \begin{pmatrix} u & 0 \\ 0 & -u \end{pmatrix} \left| u \in \mathbb{R} \right. \right\}.
\]
\( (\text{sl}(2 : \mathbb{R}), \mathcal{M}, \mathcal{J}_0) \) is a differential Lie algebra of order 1. Let \( \omega \) be the Maurer-Cartan form of \( \text{SL}(2 : \mathbb{R}) \) and set
\[
\omega = \omega^1 \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} + \omega^2 \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} - \omega^3 \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix}.
\]
We have the structure equation
\[
\begin{align*}
    d\omega^1 &= -2\omega^1 \wedge \omega^3 , \\
    d\omega^2 &= 2\omega^2 \wedge \omega^3 , \\
    d\omega^3 &= \omega^1 \wedge \omega^2 .
\end{align*}
\]
For example, we can choose \( \omega^1, \omega^2, \omega^3 \) as follows:
\[
\begin{align*}
    \omega^1 &= e^{2z} \, dx , \\
    \omega^2 &= e^{-2z} (dy - (y^2 + a(x)y + b(x)) \, dx) , \\
    \omega^3 &= dz - (y + \frac{1}{2} a(x)) \, dx ,
\end{align*}
\]
where \( a(x) \) and \( b(x) \) denote two arbitrary differentiable functions of the variable \( x \). Therefore we can see that \( SL(2 : \mathbb{R}) \) corresponds to the family of ordinary differential equations of Riccati type.

7 Cartan’s example

Now we can consider the involutive system of second-order differential equations which is one of the typical examples in Cartan’s paper [5]:
\[
\frac{\partial^2 z}{\partial x^2} = \frac{1}{3} \left( \frac{\partial^2 z}{\partial y^2} \right)^3 , \quad \frac{\partial^2 z}{\partial x \partial y} = \frac{1}{2} \left( \frac{\partial^2 z}{\partial y^2} \right)^2 . \tag{7.1}
\]
Setting on \( \mathbb{R}^6 = \{(x, y, z, p, q, t)\} \) \( \omega^1 = dx, \omega^2 = dy + t \, dx, \omega^3 = dz - p \, dx - q \, dy, \omega^4 = dp - t \, dq + \frac{1}{6} t^3 \, dx + \frac{1}{2} t^2 \, dy, \omega^5 = dq - \frac{1}{2} t^2 \, dx - t \, dy \) and \( \omega^6 = dt \), we have the structure equations of the system:
\[
\begin{align*}
    d\omega^1 &= 0 , \\
    d\omega^2 &= -\omega^1 \wedge \omega^6 , \\
    d\omega^3 &= \omega^1 \wedge \omega^4 + \omega^2 \wedge \omega^5 , \\
    d\omega^4 &= \omega^5 \wedge \omega^6 , \\
    d\omega^5 &= \omega^2 \wedge \omega^6 , \\
    d\omega^6 &= 0 .
\end{align*}
\tag{7.2}
\]
which is of type \( W_2^0 \) inn Example 5.2 (2)(ii)(c). Th integration of the system is deeply related to the structure equation (7.2). It is easy to see that \( (\omega^6, \omega^2, \omega^5, \omega^4, \omega^3) \) forms a solvable system of the Pfaffian system \( \Sigma = (\omega^3, \omega^4, \omega^5) \). Therefore we can obtain by quadrature five independent first integrals of the Cauchy characteristic system of \( \Sigma \):
\[
\begin{align*}
    u_1 &= z - xp + xqt + \frac{1}{6} x^2 t^3 , \quad u_2 = p - qt + \frac{1}{6} xt^3 + \frac{1}{2} yt^2 \\
    u_3 &= q - \frac{1}{2} yt^2 - yt , \quad u_4 = y + xt , \quad u_5 = t .
\end{align*}
\]
so that the system $\Sigma$ is expressed as
\[
\begin{align*}
\omega^3 - x\omega^4 &= du_1 - (u_3 + u_4 u_5) du_4, \\
\omega^4 &= du_2 + u_3 du_5, \\
\omega^5 &= du_3 + u_4 du_5.
\end{align*}
\]
By this expression, we can construct the general integral surfaces of the given system (see [5, §38]).

Let $G$ be the Lie subgroup of $\mathrm{GL}(6 : \mathbb{R})$ consisting of matrices of the form
\[
\begin{pmatrix}
  * & * & * & * & * & 0 \\
  * & * & * & * & * & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & * & * & * & 0 \\
  0 & 0 & * & * & * & 0 \\
  * & * & * & * & * & *
\end{pmatrix},
\]
where $*$ is an element of $\mathbb{R}$. Let $B_G$ be the $G$-structure defined by the dual frame of $(\omega^1, \omega^2, \ldots, \omega^6)$. Then a contact transformation leaving the equations (7.1) invariant induces an automorphism of this $G$-structure and vice versa. The structure group $G$ can be reduced to the Lie subgroup $G_7$ whose Lie algebra $\mathcal{J}_7$ is given as follows:

\[
\mathcal{J}_7 = \left\{ \begin{pmatrix}
  a_1 - a_2 & -a_3 & a_4 & 0 & 0 & 0 \\
  0 & a_1 & a_5 & 0 & 4a_3 & 0 \\
  0 & 0 & 2a_1 + a_2 & 0 & 0 & 0 \\
  0 & 0 & a_6 & a_1 + 2a_2 & 0 & 0 \\
  0 & 0 & a_7 & a_3 & a_1 + a_2 & 0 \\
  0 & -a_6 & 0 & -a_5 & 4a_7 & a_2
\end{pmatrix} : a_i \in \mathbb{R}, \quad i = 1, 2, \ldots, 7 \right\}.
\]

The usual prolongations of $\mathcal{J}_7$ satisfy $\dim \mathcal{J}_7^{(1)} = 1$ and $\mathcal{J}_7^{(p)} = \{0\}$ ($p \geq 2$). Therefore the local automorphism group of the given system with respect to the group $G$ is of finite type.

The structure equation (7.1) determines the Lie algebra $\mathcal{M} = (X_1, X_2, X_3, X_4, X_5, X_6)$ with the bracket operation
\[
\begin{align*}
[X_1, X_4] &= -X_3, \quad [X_1, X_6] = X_2, \quad [X_2, X_5] = -X_3, \\
[X_2, X_6] &= -X_5, \quad [X_5, X_6] = -X_4,
\end{align*}
\]
and otherwise $[X_i, X_j] = 0$. This Lie algebra has a structure of fundamental graded Lie algebra in the sense of N. Tanaka [16]. We set $\mathcal{J}_{-1} = (X_1, X_6)$,
\( \mathcal{J}_2 = (X_2), \mathcal{J}_3 = (X_3), \mathcal{J}_4 = (X_4), \mathcal{J}_5 = (X_5). \) Then \( \mathcal{M} = \mathcal{J}_5 + \mathcal{J}_4 + \mathcal{J}_3 + \mathcal{J}_2 + \mathcal{J}_1 \) (direct sum) is a fundamental graded algebra of the 5th kind. The structure of the automorphism group with respect to the group \( G \) is given by Tanaka’s prolongation method [16]. We can verify that the graded Lie algebra \( \mathcal{J} \) prolonged from \( \mathcal{M} \) with respect to the Lie algebra of \( G \) has the following structure:

1. \( \mathcal{J} = \sum_{p=-5}^{5} \mathcal{J}_p \) (direct sum);
2. \( \mathcal{J}_0 \) is a Cartan subalgebra of \( \mathcal{J} \);
3. \( \dim \mathcal{J}_0 = 2, \dim \mathcal{J}_{\pm 1} = 2 \) and \( \dim \mathcal{J}_{\pm p} = p \) for \( p = 2, 3, 4, 5 \);
4. \( \mathcal{J} \) is isomorphic to the exceptional simple real Lie algebra of dimension 14.

In order to transform the involutive systems which admit this 14-dimensional simple Lie group of contact transformations to the standard form (7.1), we need the integration of a system of differential equations associated with the simple group.
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